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A B S T R A C T

Relational Triple Extraction (RTE) aims to extract relations and entities from unstructured text. Current RTE
models using supervised learning require a large amount of labeled data, which presents a challenge for real-
world applications. Therefore, the research work on Few-Shot Relational Triple Extraction (FS-RTE) has been
proposed. However, the existing work cannot effectively construct accurate prototypes from a small number
of samples, and it is difficult to model the dependencies between entities and relations, resulting in poor
performance in relational triple extraction. In this paper, we propose a Hierarchical Prototype Optimized FS-
RTE method (HPO). In particular, to mitigate prototype bias built on a small number of samples, HPO uses
prompt learning to merge the information of relational labels into the text. Then, the entity-level prototypes
are constructed using a span encoder to avoid label dependency between entity tokens. Finally, the hierarchical
contrastive learning (HCL) method is introduced to improve the metric space between the prototypes of entities
and relations, respectively. Experiments conducted on two public datasets show that HPO can significantly
outperform previous state-of-the-art methods.
1. Introduction

Relational triple extraction (RTE) is a subtask of information ex-
traction [1,2]. It plays a crucial role in the construction of knowledge
graphs [3], which has important applications in fields such as machine
translations [4], question answering systems [5], and recommender
systems [6]. For example, given the sentence ‘‘Beijing is the capital of
China’’, the expected output of the RTE system is the relational triple
<Beijing, capital_of, China>, where ‘‘capital_of ’’ denotes the relation
present in the sentence, while ‘‘China’’ and ‘‘Beijing ’’ correspond to
the head and tail entity, respectively. Recently, although the relational
triple extraction methods based on supervised learning have achieved
good performance [7,8], these supervised learning approaches require
a large amount of labeled data, which is difficult to meet the practi-
cal needs of the realistic application. In many domains, there is not
enough labeled data to use supervised learning-based relational triple
extraction methods directly. Furthermore, supervised learning cannot
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learn entities and relation types that have not been seen before. To
solve the problem of lacking labeled data, researchers propose few-
shot learning methods. Few-shot learning (FSL) [9] commits to learning
with only a few samples. In FSL, the dataset is generally divided into
support and query sets. The model learns a new concept from only a
few instances in the support set while maintaining good generalization
in the query set. Based on the transfer learning paradigm, Liu et al. [10]
proposed a regenerative network of self-supervised label enhancement
methods to reduce the generalization error in the learning process. In
addition, to solve the noisy label problem in small sample learning,
An et al. [11] designed a dual network structure based on contrastive
network and meta-network to extract feature-related intra-class and
inter-class information, respectively.

Few-shot relational triple extraction (FS-RTE) methods [12,13] aim
to extract emerging relational triples based on a given small amount
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Table 1
An example of 2-Way 2-Shot FS-RTE. The head entity is underlined and the tail entity is in

⁓⁓⁓
wavy

⁓⁓⁓
lines.

Support set

R1: Born_in Instance1: Donald Trump was born in
⁓⁓⁓
New

⁓⁓⁓
York.

Instance2: Jay Chou, a famous singer from
⁓⁓⁓⁓
Taiwan, China.

R2: Capital_of Instance1: The capital of the People’s Republic of
⁓⁓⁓
China was set in Bei Ping, which was renamed Beijing with immediate effect.

Instance2: Washington is located in the northeastern United States and is the capital of the
⁓⁓⁓⁓
United

⁓⁓⁓
States.

Query set

R1 or R2 Adele Adkins is a famous pop singer from
⁓⁓⁓⁓⁓
England. Published many popular singles.
t
m
r
F

of labeled data. By employing the FSL strategy, it can achieve better
performance while significantly reducing the data annotation. Table 1
shows a 2-Way 2-Shot FS-RTE task. There are two types of relations
in the support set, namely ‘‘Born_in’’ and ‘‘Capital_of ’’, and each type
of relation contains two instances. The head entity is highlighted in
underlined, and the tail entity is wavy lines in the given example. The
query set contains a sample to be classified, and the model needs to
learn based on the examples in the support set to make predictions on
the query set.

In recent years, FS-RTE methods have developed rapidly. Most of
the previous work used a pipeline-based approach and modeled it as
two subtasks to solve, namely few-shot named entity recognition (FS-
NER) [14–16] and few-shot relation extraction (FS-RE) [17,18]. For
example, the pipeline-based approach proposed by Nasar et al. [19]
first extracts all entities in a sentence based on the FS-NER method, and
then classifies the relations of the identified entity pairs using an FS-
RE method. Such approaches require constructing two different models,
leading to high time and space complexity. In addition, they separate
the linkage between the two tasks and often result in the generation
of redundant entities [20]. To address the shortcomings of the current
pipeline paradigm, some related works have proposed joint FS-RTE
methods [12,13], which do not model the two subtasks separately
but employ a unified model to address both subtasks simultaneously.
For example, Yu et al. [12] conducted the first study of FS-RTE in
the 𝑁-Way 𝐾-Shot setting and proposed a multi-prototype embedding
etwork (MPE) model to extract relational triples in sentences. The
odel adopts the entity-then-relation paradigm, which first performs
ER using conditional random fields (CRF) [21]. After that, a prototype
f the head and tail entities is constructed using a prototype net-
ork [22] approach to generate a relation representation and encode it

o the sentence representation to generate a relation prototype. Finally,
elational triples in the query set are identified using these prototypes.
ong et al. [13] proposed a joint FS-RTE method, which effectively
lleviates the entity redundancy problem by constructing relation and
ntity prototypes to extract relations in sentences and then identify
ntities based on specific relations. He et al. [23] improved the FS-NER
erformance with the nearest neighbor matching strategy [24], which
mproved the overall performance of FS-RTE. Fei et al. [25] proposed
perspective transfer network (PTN) for FS-RTE.

The above methods have solved the problem of FS-RTE to some
xtent, but there are still shortcomings. Since the support set only
ontains a small number of samples under each relation, the prototypes
uilt based on these samples are inaccurate, especially in the 1-shot
ask. The inaccurate prototype cannot represent the overall character-
stics of the relation well, thus affecting the result of the model. In
ther words, the relation and entity prototypes are constructed directly
ased on several samples in the support set. Such prototype construc-
ion is very crude, and it is difficult to generate accurate prototypes.
n addition, the token-based entity prototype construction does not
onsider the overall semantic information of entities. Such a prototype
etwork suffers from a rough estimation of label dependency. Label
ependencies are impossible when few-shot NER models are involved
ince some labeled data is not enough to learn reliable dependencies,
nd the label set may vary from domain to domain. It is difficult to

ccurately represent the original semantic information of entities by

2 
splitting the entity prototype into two parts: start and end. For example,
‘‘new city ’’ and ‘‘new york city ’’ have the same start and end words, but
hey represent different meanings. Finally, the existing methods do not
odel the association between entity and relation prototypes. Different

elations have constraints on the types of entities, and vice versa [26].
or example, the relation ‘‘Born in’’ determines the probability of the

entity types being ‘‘Person’’ and ‘‘Location’’. In the metric space, the
types of these two entities should be distributed around the relations.
Intuitively, the prototypes of different relations should be kept at a
certain distance interval, and the same goes for entity prototypes.
Prototypes of related relations and entities should be closely distributed
in the metric space, otherwise distances should be maintained.

To solve the above problems, we propose a hierarchical prototype
optimization-based FS-RTE method (HPO). HPO constructs relational
prototypes by introducing relational information based on prompt tem-
plates and combining sentences in the support set. The query set and
the relation prototype are then compared to detect the presence of
predefined relations in the query set statements. Once the relation is
detected, HPO constructs a span-encoded representation of the sentence
from instances under the specific relation, thereby obtaining entity-
level prototypical representations of the head and tail entities in the
sentence. Finally, all potential entities in the query set sentences are
obtained by comparing the query set and entity prototypes to extract
the relational triples while using hierarchical contrastive learning(HCL)
to optimize the representation of relations and entity prototypes. Fig. 1
shows an overview of our approach.

Relation label information can accurately represent the semantics
of relations and related entities. Regarding RE, HPO complements the
relation prototypes constructed from the support set by introducing
knowledge of external relations information. For NER, HPO builds
entity-level prototypes through span-based sentence encoding. It uses
text spans in a sentence as candidate entities and then uses a simi-
larity measure to determine whether a span is an entity. In this way,
it alleviates the label dependency problem and takes full advantage
of the complete semantic information of entities. Furthermore, HPO
proposes a hierarchical contrastive learning approach to optimize the
representation of entity and relation prototypes to jointly optimize
the metric space of entity and relational prototypes and model the
association between them. Specifically, it uses the distance between the
relation and the entity prototype as the optimization target to perform
contrastive learning in hierarchies. The specific contrastive learning
strategy mainly consists of the following aspects: First, the distance of
different prototypes of relations should be kept at suitable intervals.
Second, the distance of prototypes of different types of entities should
be kept at suitable intervals. Finally, interrelated relations and entities
should be closely distributed in the metric space.

In summary, the main contributions of this paper are as follows:

1. We propose an FS-RTE method based on hierarchical proto-
type optimization (HPO). Specifically, we optimize the relation
prototype representation on the relation extraction task by intro-
ducing relation label knowledge using prompt learning. On the
task of named entity recognition, we construct span-based entity-
level prototypes, which can effectively alleviate the problem of

label dependence and semantic incompleteness.
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Fig. 1. The extraction processes of existing approaches and our method.
2. To better model the association between relation and entity
prototypes, we introduce hierarchical contrastive learning to
jointly refine the metric space for relation extraction and entity
recognition, thus enhancing the decentralized distribution of
prototypes. It can optimize the representation of prototypes from
three levels: entities, relations, and interactions between entities
and relations.

3. Extensive experiments on two datasets are conducted to compare
the proposed HPO with state-of-the-art baseline models. The
results show that HPO achieves a significant improvement of
1.9%∼11.1% in terms of the F1 score for FS-RTE.

2. Related work

As an important subtask in information extraction, RTE is also
known as entity and relation extraction, which refers to the extraction
of the predefined relation between entities and entities from unstruc-
tured text. Based on extraction steps, RTE is mainly divided into two
types: pipeline learning methods [27,28] and joint learning methods [7,
8]. The pipeline-based methods usually contain two steps and require
NER of text first and then RE based on the completion of entity recog-
nition. Although the pipelined learning-based RTE approach simplifies
the task process, it suffers from error propagation, missing interactions,
and entity redundancy. Compared with the pipeline learning-based ap-
proach, joint learning-based methods use a single neural network model
to perform triple extraction, simultaneously. Supervised learning [28]
based RTE methods have shown satisfactory performance, but still
have limitations. Since supervised learning requires a large amount of
labeled data, which is often a very labor-intensive task when oriented to
specific domains, and lack of model transferability to new domains. In
addition, supervised learning models cannot handle invisible relations
and entities. Therefore, it is essential to explore FS-RTE.

At present, pipeline-based FS-RTE is mainly decomposed into two
sub-tasks, namely FS-NER [14–16] and FS-RE [17,29]. Fritzler et al.
[30] proposed to use the prototype network for NER, by constructing
entity prototypes and using the method of similarity matching to
realize entity extraction in few-shot scenes. With the rise of prompt
learning [31], methods based on prompt learning templates have also
been applied to the field of NER. Cui et al. [32] proposed to build a
prompt template to convert the NER task from the traditional sequence
labeling task to the classification task so that the information in the
pre-trained model can be more fully utilized. In the field of FS-RE,
Han et al. [33] built the first large-scale few-shot relational extraction
dataset based on Wikipedia data sources, which played a crucial role in
promoting the development of related tasks. Gao et al. [34] first pro-
posed an attention-based hybrid prototypical network for FS-RE. Some
3 
other works [35–37] used an attention mechanism to incorporate the
knowledge of relation labels to alleviate the prototype representation
bias. These methods provide ideas for the solution of FS-RTE, but they
only consider a single task and model each task separately, which still
cannot fundamentally solve the problems faced by FS-RTE.

To simultaneously utilize relations and entities in FS-RTE, Yu et al.
[12] pioneered a multi-prototype embedding network model to extract
relational triples jointly. They first use CRF to identify entities in sen-
tences and then connect text and knowledge about entities and relations
by designing a hybrid prototype learning mechanism. Finally, they
perform relation classification on the extracted entities. This method
unifies the two subtasks in RTE for the first time but still has limitations.
Firstly, achieving the desired performance by directly using CRF for
NER is difficult due to insufficient labeling data in the FS-RTE task.
Secondly, the extracted entities have a large amount of redundancy,
which will affect the subsequent RE. To solve the above problems, Cong
et al. [13] proposed a relation-then-entity extraction paradigm, which
constructs relation and entity prototypes from the data in the support
set. Specifically, it first identifies the relations in the sentences and
then extracts the entities contained in the identified relations. Wang
et al. [38] introduce heterogeneous graph networks to address both
error propagation and data defects. He et al. [23] propose to extract
relational triplet sequences, which are based on prototype network and
nearest neighbor matching [24], to identify head and tail entities in
sentences based on the semantic similarity of words. To better use
global information, Fei et al. [25] proposed a novel perspective transfer
network to solve FS-RTE. Specifically, it first identifies relations in
sentences. Then, move from the relational to the entity perspective
to extract the entities in the sentence. Finally, it shifts to the triple
perspective to verify the plausibility of the extracted relational triples.

To solve the problems in the above methods, we propose a
prototype-optimized few-shot relational triple extraction method,
which uses relational information and span encoding to optimize re-
lational and entity prototypes, respectively, and introduces contrastive
learning to optimize the distribution between prototypes.

3. Methodology

In this paper, we propose an FS-RTE method based on the hierarchi-
cal prototype optimization called HPO. The framework of our proposed
model is shown in Fig. 2. HPO takes a support set and a query set as
input and extracts relational triples for sentences in the query set.

HPO first uses a prompt-based learning approach to incorporate
relational information to optimize the representation of relation pro-
totypes and perform relation extraction. Then HPO constructs sentence
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Fig. 2. The overall framework of our method.
span sequences based on token representations and constructs entity-
level prototype representations. According to the relation detected in
the first stage, the entity spans presented in the query set are detected
using the specific entity prototypes under that relation to output the
relational triples. Finally, an HCL approach is proposed to optimize the
representation of prototypes better to model the connection between
entity and relation prototypes. As shown in Fig. 2, given the support set
sentence ‘‘Donald Trump was born in New York’’, it contains the relation
‘‘R1’’, the head entity ‘‘Donald Trump’’ and the tail entity ‘‘New York’’.
According to the relation and entity information in the support set, a
prototype representation is built and then the triple <Adele Adkins, born
in, England> is identified in the query set sentence ‘‘Adele Adkins is a
famous pop singer from England.’’

3.1. Task definition

Given a dataset 𝐷, traditional methods based on supervised learning
split all instances into two datasets 𝐷𝑡𝑟𝑎𝑖𝑛 and 𝐷𝑡𝑒𝑠𝑡. They share the
same label space. The model is trained on 𝐷𝑡𝑟𝑎𝑖𝑛 and reports result
on 𝐷𝑡𝑒𝑠𝑡. To be specific, given a sentence 𝑆 = {𝑠1, 𝑠2,… , 𝑠𝑖}𝑚𝑖=1 and
a predefined relation set 𝑅 = {𝑟1, 𝑟2,… , 𝑟𝑗}𝑘𝑗=1, RTE model is aimed
to detect relational triples 𝑇 = {⟨ℎ𝑖, 𝑟𝑗 , 𝑡𝑖⟩|ℎ𝑖, 𝑡𝑖 ∈ 𝐸, 𝑟𝑗 ∈ 𝑅} in the
sentence, where 𝐸 denotes the set of entities, ℎ𝑖 and 𝑡𝑖 denote the head
and tail entities, respectively.

In the FS-RTE task, given two datasets ̃𝑡𝑟𝑎𝑖𝑛 and ̃𝑡𝑒𝑠𝑡, it should be
noted that the label spaces of these two datasets do not intersect. To
better adapt to the needs of the task, most of the current FSL algorithms
adopt the ‘‘episode’’ training strategy [39]. Therefore, in this paper,
̃𝑡𝑟𝑎𝑖𝑛 and ̃𝑡𝑒𝑠𝑡 are further divided into {̃𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑡𝑟𝑎𝑖𝑛 , ̃𝑞𝑢𝑒𝑟𝑦
𝑡𝑟𝑎𝑖𝑛 , ̃

𝑠𝑢𝑝𝑝𝑜𝑟𝑡
𝑡𝑒𝑠𝑡 , ̃𝑞𝑢𝑒𝑟𝑦

𝑡𝑒𝑠𝑡 }.
In each training episode, 𝑁 triple categories are randomly selected
from ̃𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑡𝑟𝑎𝑖𝑛 , and 𝐾 support instances are randomly selected from
each of 𝑁 triple categories. In this way, we construct the train-support
set ̃𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑡𝑟𝑎𝑖𝑛 = {(𝑠𝑖, ⟨ℎ𝑖, 𝑟𝑗 , 𝑡𝑖⟩|𝑠𝑖 ∈ 𝑆, 𝑟𝑗 ∈ 𝑅, ℎ𝑖, 𝑡𝑖 ∈ 𝐸)𝑁𝐾
𝑖=1 }. Mean-

while, we randomly select G samples from the remaining samples of
those 𝑁 triple categories and construct the train-query set ̃𝑞𝑢𝑒𝑟𝑦

𝑡𝑟𝑎𝑖𝑛 =
{(𝑠 , ⟨ℎ , 𝑟 , 𝑡 ⟩|𝑠 ∈ 𝑆, 𝑟 ∈ 𝑅, ℎ , 𝑡 ∈ 𝐸)𝑁𝐺}, where 𝑆 denotes all
𝑔 𝑔 𝑗 𝑔 𝑔 𝑗 𝑔 𝑔 𝑔=1

4 
sentences, 𝑅 denotes predefined relation set and 𝐸 denotes an entity
set. ̃𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑡𝑒𝑠𝑡 and ̃𝑞𝑢𝑒𝑟𝑦
𝑡𝑒𝑠𝑡 are constructed in the same way. We refer to

such an FSL problem as the 𝑁-Way 𝐾-Shot problem, and the goal of
FS-RTE is to extract relational triples from an unlabeled query set ̃𝑞𝑢𝑒𝑟𝑦
based on the support set ̃𝑠𝑢𝑝𝑝𝑜𝑟𝑡.

3.2. Encoder module

3.2.1. Token encoder
Given an input sentence 𝑆 = {𝑠1, 𝑠2,… , 𝑠𝑖}𝑚𝑖=1 in the support set

̃𝑠𝑢𝑝𝑝𝑜𝑟𝑡
𝑡𝑟𝑎𝑖𝑛 and relation label information 𝑌 = {𝑦1, 𝑦2,… , 𝑦𝑗}𝑘𝑗=1, some

research work uses an additional BERT [40] to encode the relational in-
formation. In our case, 𝑋 = {[𝐶𝐿𝑆], 𝑠1,… 𝑠𝑚, [𝑆𝐸𝑃 ], 𝑦1,… , 𝑦𝑘, [𝑆𝐸𝑃 ]}
based on the predefined prompt template 𝑇 𝑒𝑚𝑝𝑙𝑒 = {[𝐶𝐿𝑆], 𝑆𝑒𝑛𝑡𝑒𝑛𝑐𝑒,
[𝑆𝐸𝑃 ], 𝑅𝑒𝑙𝑎𝑡𝑖𝑜𝑛𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛, [𝑆𝐸𝑃 ]}. [𝐶𝐿𝑆] token represents the whole
sentence information, and [𝑆𝐸𝑃 ] is the segmentation and ending token
of the sentence. We used pre-trained BERT as the sentence encoder to
capture the sequence feature embedding 𝐴 = {𝑎1, 𝑎2,… , 𝑎𝑖}𝑜𝑖=1 and the
sentence feature embedding 𝐻 = {ℎ1, ℎ2,… , ℎ𝑖}𝑛𝑖=1 for each token. As
shown in the following formulas (1) and (2):

𝑎𝑐𝑙𝑠, 𝐴 = 𝐵𝐸𝑅𝑇 (𝑋) (1)

𝐻 = 𝐴[0 ∶ 𝑚 + 1] (2)

where 𝐴 ∈ 𝑅𝑜×𝑑ℎ , 𝑎𝑐𝑙𝑠 ∈ 𝑅1×𝑑ℎ , 𝐻 ∈ 𝑅𝑛×𝑑ℎ , ℎ𝑖 is the embedded
representation of each token, 𝑜 is the sequence length after embedding
using WordPiece [40], 𝑑ℎ is the embedding dimension.

This direct encoding of relations to sentences using prompted-
learned templates has the following advantages. First, we only need
one encoder to encode the relation information into the sentence,
greatly reducing the number of parameters. Second, BERT uses the
next sentence prediction (NSP) task for pre-training, and in our task,
we replace the next sentence with relational label information, so
that BERT can extract information related to the class name from the
input sentence, we call this method label prompt feature enhancement
(LPFE). Finally, since the support set in FS-RTE has a few samples, the
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Fig. 3. The construction process of prompt templates.

prototypes generated based on these samples have semantic bias. In
contrast, relational label information can be used as external knowl-
edge to correct the prototypes, resulting in a more accurate prototype
representation. Relation information can be obtained directly from the
dataset, which contains the name and description of the relation. For
example, for the ‘‘born in’’ relation, the description given is ‘‘the location
where a person came into existence’’. The details are shown in following
Fig. 3.

3.2.2. Span encoder
To better represent the complete semantic information of entities

and construct entity-level prototypes instead of token-level entity pro-
totypes, we further obtain the span encoding sequence of the sentence
on top of obtaining the token-level encoding of the sentence. The token
sequence is recorded into the corresponding span sequence according
to the span size. Taking span size 2 as an example, the token sequence
‘‘Donald, Trump, was, born, in, New, York’’ is mapped to the span se-
quence ‘‘Donald, Trump, was, born, in, New, York, Donald Trump, Trump
was, . . . , New York’’.

We use the following steps to construct a span-based sentence rep-
resentation. First, given the sentence token encoding 𝐻 = {ℎ1, ℎ2,… ,
ℎ𝑖}𝑛𝑖=1, we can obtain different span representations 𝐸 = {𝑒1, 𝑒2,… ,

𝑒𝑖}𝑙𝑖=1 depending on the size of the span. The embedding of the span
is combined using the maximum pooling function 𝑓 .

𝐸 = {𝑒1, 𝑒2,… , 𝑒𝑖}𝑙𝑖=1 = 𝑓 [(ℎ1),… , (ℎ𝑛),… , (ℎ1, ℎ2),…(ℎ𝑛−𝑠𝑝𝑎𝑛_𝑠𝑖𝑧𝑒,… , ℎ𝑛)] (3)

In addition, the width of the span has an impact on NER. Intuitively,
a too long span is less likely to represent an entity. Therefore, we in-
troduce span-width embedding to refine span-based sentence represen-
tations. Given a sentence span width sequence 𝑊 = {𝑤1, 𝑤2,… , 𝑤𝑖}𝑙𝑖=1,
we randomly initialize a width embedding matrix to obtain a width
embedding vector 𝐺 = {𝑔1, 𝑔2,… , 𝑔𝑖}𝑙𝑖=1. The width embedding matrix
passes through the inverse of the model and continuously updates the
propagation parameters.

𝐺 = {𝑔1, 𝑔2,… , 𝑔𝑖}𝑙𝑖=1 = 𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑊 = {𝑤1, 𝑤2,… , 𝑤𝑖}𝑙𝑖=1) (4)

After obtaining the span embedding and the span width embed-
ding, we concat the two parts to get the final span-based sentence
representation 𝑆 = {𝑠1, 𝑠2,… , 𝑠𝑖}𝑙𝑖=1.

�̃� = 𝐶𝑜𝑛𝑐𝑎𝑡[𝐸,𝐺, ℎ𝑐𝑙𝑠] (5)

𝑆 = 𝑊𝑠�̃� + 𝑏 (6)

where 𝐸 ∈ 𝑅𝑙×𝑑ℎ , 𝐺 ∈ 𝑅𝑙×𝑑𝑔 , 𝑆 ∈ 𝑅𝑙×𝑑ℎ , 𝑙 is the length of the span token
sequence and 𝑑𝑔 is the dimension of the span width embedding.

3.3. Relation extraction module

In this module, we aim to extract the relations present in the sen-
tences. Since we only consider the case where there is only one relation

in the sentence, the relation extraction task is essentially a classification

5 
task. Each relation present in the sentence is considered a category and
the classifier is trained to learn from the data to classify the sentence
to the correct relation type. Specifically, we use a prototype network-
based approach for the FS-RE. First, we need to construct the prototype
representation of the relations. We organize the sentences under all
specific relations in the support set. Each relation contains K related
sentences, and the entity information in the sentences is also labeled.
We use the information of the sentence and combine the information of
the head entity and the tail entity to construct the relation prototype
because the types of entities and relations are mutually constrained.
For example, given a relation ‘‘born_in’’, the corresponding head entity
type is often ‘‘Person’’, and the tail entity type is ‘‘Location’’. Given the
sentence span level representation 𝑠𝑘𝑖 , token sentence cls representation
ℎ𝑖,𝑘𝑐𝑙𝑠, head entity 𝑒𝑖,𝑘ℎ , and tail entity 𝑒𝑖,𝑘𝑡 under relation k instance i in
the support set, we construct the relation prototype according to the
following formula:

𝑒𝑖,𝑘ℎ , 𝑒𝑖,𝑘𝑡 = 𝑓 _𝑠𝑝𝑎𝑛(𝑠𝑘𝑖 ) (7)

𝑠𝑖,𝑘𝑟𝑒𝑙 = ℎ𝑖,𝑘𝑐𝑙𝑠 + 𝑒𝑖,𝑘ℎ + 𝑒𝑖,𝑘𝑡 (8)

where ℎ𝑖,𝑘𝑐𝑙𝑠, 𝑒
𝑖,𝑘
ℎ , 𝑒𝑖,𝑘𝑡 ∈ 1×𝑑ℎ , 𝑠𝑘𝑖 ∈ 𝑙×𝑑ℎ , 𝑠𝑖,𝑘𝑟𝑒𝑙 ∈

𝑙×𝑑ℎ , 𝑠𝑖,𝑘𝑟𝑒𝑙 denotes a relation
representation that incorporates information about sentences, head
entities, and tail entities. 𝑓 _𝑠𝑝𝑎𝑛 function gets entity representation
from sentences.

Inspired by Cong et al. [13], we should capture the information
based on specific relations in the original sentences by introducing a
support set-based attention mechanism.

𝑠𝑖,𝑘𝑟𝑒𝑙 = 𝑠𝑜𝑓𝑡max(�̃�𝑖,𝑘𝑟𝑒𝑙𝐻
𝑘)𝐻𝑘 (9)

Since a relation in the support set may contain multiple sentence
instances, we integrate all the sentence and entity information in the
sentence and average them to get the relation prototype 𝑐𝑟𝑘.

𝑐𝑟𝑘 = 1
𝐾

𝐾
∑

𝑖=1
�̃�𝑖,𝑘𝑟𝑒𝑙 (10)

where 𝐾 denotes the number of sentences under each specific relation,
𝑁 denotes the relation class and 𝑐𝑟𝑘 ∈ 𝐶𝑟 denotes the set of all relation
prototypes. Finally, using the same token encoder we can obtain the
encoding ℎ𝑞𝑖 of the sentences in the query set, and then use a learnable
similarity metric function [41] to compute the similarity between it and
the relation prototype 𝐶𝑟.

p𝑟,𝑖 = 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦
(

ℎ𝑞𝑖 , 𝐶
𝑟) (11)

𝑡𝑟 = argmax
(

p𝑟,𝑖
)

(12)

where 𝑡𝑟 ∈ 𝑅 denotes the set of all relation types, 𝑝𝑟,𝑖 represents
the probability that instance ℎ𝑞𝑖 is identified as specific relation. We
construct a cross-entropy loss for parameter updating by following the
formula.

rel = − 1
𝑁

𝑁
∑

𝑖=1
𝑦𝑟,𝑖 log

(

𝑝𝑟,𝑖
)

(13)

where 𝑦𝑟,𝑖 indicates the golden label of the relations, 𝑁 denotes the
total number of relations.

3.4. Relation-specific entity recognition module

As shown in Fig. 2, if a relation is detected from a sentence, we iden-
tify the head and tail entities under the corresponding relation. Since
we construct a span-level sentence-based representation that integrates
the complete information of the entity, we can directly construct the
complete prototype head and tail entity while avoiding splitting the
prototype of the entity. In the process of entity prototype construction,
we integrate the information of entities under a specific relation for
prototype construction to avoid interfering with information generated
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by entities in other relations. The specific construction method is shown
in the formula (14).

𝑐𝑎𝑘 = 1
𝐾

𝐾
∑

𝑖=1
𝑒𝑖,𝑘𝑎 , 𝑎 ∈ {ℎ, 𝑡} (14)

where 𝐾 denotes the number of sentences under specific relation, 𝑒𝑖,𝑘𝑎
denotes the vector representation of entities in sentence i under relation
k, and 𝑐𝑎𝑘 ∈ 𝐶𝑎 denotes the entity prototypes under relation k, which
includes the head entity prototype 𝑐ℎ𝑘 and the tail entity prototype 𝑐𝑡𝑘.
Then we obtain the span-based query set sentence vector representation
𝑠𝑞𝑖 and apply the similarity metric function to determine the category
to which each span in the sentence.

𝑝𝑎,𝑖 = 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦
(

𝑠𝑞𝑖 , 𝐶
𝑎) (15)

𝑡𝑒 = argmax
(

p𝑎,𝑖
)

, 𝑎 ∈ {ℎ, 𝑡} (16)

here 𝑡𝑒 ∈ 𝐸 denotes the head entity, tail entity, and other types.
e use the cross-entropy loss for parameter updating as the following

ormula (17), where a denotes the entity type, ℎ and 𝑡 are the head
ntity and tail entity, 𝑦𝑎,𝑖 indicates the golden label of the entities, 𝑁
enotes the total number of relations.

entity = − 1
𝑁

𝑁
∑

𝑖=1
𝑦𝑎,𝑖 log

(

�̃�𝑎𝑖
)

(17)

Since the sentence has many negative sample spans, the true spans
are often very few. Therefore, we use a random span sampling method
in the training process to first obtain positive sample spans, and then
fill the negative sample spans until the maximum span length is set. In
the test set, we enumerate all possible spans for prediction.

3.5. Hierarchical contrastive learning

Prototype-based FSL methods rely heavily on a good metric space
in which different classes should be well separated from each other and
identical classes should be drawn closer together. Previous approaches
have not fully considered optimizing these metric spaces, so we use
an HCL-based approach to optimize prototype representations of enti-
ties and relations. Specifically, we work on three levels of prototype
representation optimization. (1) different types of relation prototypes
should be better separated in the representation of relation prototypes.
(2) In the representation of entity prototypes, the prototypes of head
and tail entities should be better separated from each other. (3) Entities
related to relations should have their archetypal distances close, while
entities not related to relations should separate their relation and
entity distances. In addition, all prototypes should be distributed in a
reasonable metric space, and therefore the distance between prototypes
should not be distributed too far. Based on these ideas, we applied
contrastive learning to optimize the representation of prototypes at
three levels: entity, relation, entity and relation.

First, to better separate entity and relation prototypes, we stan-
dardize the learning of entity and relation prototypes, with a distance
metric loss for optimizing their prototype representation. In addition,
we argue that all prototypes should be distributed in an appropriately
sized embedding space that is neither too large nor too small (Sec-
tion 4.4). Therefore, we average the maximum and minimum distances
as the final prototype distance constraint. The formula for the relational
prototype constraint is shown in the following formula (18).

conRel = 1
2𝑁2

𝑁
∑

𝑖=1

𝑁
∑

𝑗=1

(

max
(

0, 𝑚1 −
‖

‖

‖

𝑐𝑟𝑖 − 𝑐𝑟𝑗
‖

‖

‖

)2

+ min
(

0, 𝑚2 −
‖

‖

‖

𝑐𝑟𝑖 − 𝑐𝑟𝑗
‖

‖

‖

)2
)

(18)

here 𝑚1 denotes the minimum distance boundary value and 𝑚2 de-
otes the maximum distance boundary value, 𝑁 is the number of
elations and 𝑐𝑟 denotes the prototype of relation 𝑖.
𝑖

6 
Then we use the same method to constrain the entity prototypes
nder the current relation, as shown in the following formula (19).

conE = 1
2𝑁2

𝑁
∑

𝑘=1

|𝐸|

∑

𝑖=1

|𝐸|

∑

𝑗=1

(

max
(

0, 𝑚1 −
‖

‖

‖

𝑐𝑎𝑖,𝑘 − 𝑐𝑎𝑗,𝑘
‖

‖

‖

)2

+ min
(

0, 𝑚2 −
‖

‖

‖

𝑐𝑎𝑖,𝑘 − 𝑐𝑎𝑗,𝑘
‖

‖

‖

)2
)

(19)

here 𝑚1 denotes the minimum distance boundary value and 𝑚2 de-
otes the maximum distance boundary value, 𝑁 is the number of
elations, 𝐸 denotes the type of entities, the head entity and the tail
ntity, 𝑐𝑖,𝑘 denotes the prototype of the ith class of entities under
elation 𝑘.

Finally, we learn the alignment between the relation and entity
rototypes. We expect that relations and entities should be mutually
onstrained to each other. Therefore, the relation prototype and its cor-
esponding entity prototype should be close. We model this dependency
y the relation-entity comparative loss, shown in the following formula
20).

conRelEntity = 1
𝑁|𝐸|

𝑁
∑

𝑖=1

|𝐸|

∑

𝑗∈𝑅𝑖

(

‖

‖

‖

𝑐𝑟𝑖 − 𝑐𝑎𝑗
‖

‖

‖

2
)

(20)

here 𝑅 denotes the set of relations, 𝑁 is the number of relations, 𝑐𝑟𝑗
nd 𝑐𝑎𝑗 denote the prototype of relation 𝑖 and the corresponding entity
rototype under relation 𝑖, respectively.

.6. Model training process

To explain our model more clearly, we describe our algorithm
low in pseudocode in Algorithm 1. Given the support set input, we
irst integrate the relation information into the sentence based on the
rompt template for uniform encoding. Then, we get the sentence’s
oken vector representation and construct the sentence’s span vector
epresentation based on the token representation. Next, the relation
rototype is constructed and the relations in the query set are dis-
riminated using the similarity matching function. Once a relation is
etected, an entity prototype is built based on samples under a specific
elation to determine whether each span in the sentence is an entity.
inally, we define distance-based hierarchical contrastive learning to
ointly optimize prototypical representations of relations and entities.

. Experiment

In this section, we present our experiments to evaluate our ap-
roach.

.1. Datasets

We evaluate the model using two datasets. FewRel [33] is a general
ublic dataset in the FS-RTE field, consisting of 70,000 sentences on
00 relations from Wikipedia and annotated by crowdsourced workers.
o ensure a fair comparison with previous work, we follow the setting
f the data in Yu et al. [12], where 80 classes of relation data from the
ewRel dataset are selected and divided into the training dataset, dev
ataset, and test dataset, based on the number of different relations.
elational triples are outputted through the sentences provided in the
uery set. The training dataset contains data from 50 relations classes,
nd the dev and test datasets contain data from 15 relations classes.
ote that the relations classes in these three datasets are independent.

In addition, for a more comprehensive analysis and evaluation of
ur model, we introduced the FewNYT dataset, which was constructed
ased on the NYT [42] dataset. NYT is a large-scale dataset constructed
sing a remotely supervised approach based on the ‘‘New York Times’’
orpus, widely used to evaluate supervised learning relational triple
xtraction tasks. We selected sentences containing only one relation and
hose 50 instances for each relation, and finally constructed a dataset
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Algorithm 1 The training process of HPO

Input: ̃𝑠𝑢𝑝𝑝𝑜𝑟𝑡
𝑡𝑟𝑎𝑖𝑛 = {(𝑠𝑖, < ℎ𝑖, 𝑟𝑗 , 𝑡𝑖 > |𝑠𝑖 ∈ 𝑆, 𝑟𝑗 ∈ 𝑅, ℎ𝑖, 𝑡𝑖 ∈ 𝐸)𝑁𝐾

𝑖=1 };
̃𝑞𝑢𝑒𝑟𝑦

𝑡𝑟𝑎𝑖𝑛 = {(𝑠𝑔 , < ℎ𝑔 , 𝑟𝑗 , 𝑡𝑔 >)𝑁𝐺
𝑔=1}

Output: 𝑇 = {< ℎ𝑖, 𝑟𝑗 , 𝑡𝑖 > |ℎ𝑖, 𝑡𝑖 ∈ 𝐸, 𝑟𝑗 ∈ 𝑅}
1: Obtain input 𝑋 = {[𝐶𝐿𝑆], 𝑠, [𝑆𝐸𝑃 ], 𝑦, [𝑆𝐸𝑃 ]} for integration

relation information;
2: Encode the input by Equation (1), obtain sentence embedding by

Equation (2);
3: Obtain span width embedding 𝐺 = {𝑔1, 𝑔2, ..., 𝑔𝑖}𝑙𝑖=1 by Equa-

tion (4) and construction span-based sentence embedding 𝐸 =
{𝑒1, 𝑒2, ..., 𝑒𝑖}𝑙𝑖=1 by Equation (3)(5)(6);

4: for episode in episodes do
5: for 𝑖 = 1 → 𝑁𝐾 do
6: Construct relation prototype based on support set ̃𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑡𝑟𝑎𝑖𝑛 by
Equation (7)-(10);

7: Determine the relation category of the sentences in the query
set ̃𝑞𝑢𝑒𝑟𝑦

𝑡𝑟𝑎𝑖𝑛 by Equation (11)-(12);
8: Calculate relation extraction loss rel by Equation (13) and

relation prototype comparative loss conRel by Equation (18);
9: end for

10: for 𝑖 = 1 → 𝑁𝐾 do
11: Construct entity prototype based on the support set ̃𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑡𝑟𝑎𝑖𝑛
under specific relation by Equation (14);

12: Identifying entities in sentences by Equation (15)-(16);
13: Calculate entity recognition loss 𝑒𝑛𝑡𝑖𝑡𝑦 by Equation (17) and

entity prototype comparative loss conEntity by Equation (19);
14: Calculate relation-entity comparative loss 𝑐𝑜𝑛Re𝑙𝐸𝑛𝑡𝑖𝑡𝑦 by

Equation (20);
15: end for
16: end for
17: Let  to be minimized in the next episode.

Table 2
Statistics of FewRel and FewNYT datasets.

Category FewRel FewNYT

Train Dev Test Train Dev Test

Sentence 35,000 10,500 10,500 35,000 10,500 800
Entity 70,000 21,000 21,000 70,000 21,000 1600
Relation 50 15 15 50 15 16

FewNYT containing 16 relation classes and 800 instances. because of
the small amount of data in the FewNYT dataset, we used the whole
dataset as a test set, using the training and dev set in FewRel. The two
datasets’ statistical information is shown in Table 2.

We also conducted statistics on the entity span information in
FewRel, as shown in Table 3. Entity spans are concentrated in the range
of 1 to 3, and the number of entities with a span greater than 7 is
very small. This aligns with our intuition that entities are generally
not too long. Therefore, we selected span 7 as the span setting for the
experiment.

4.2. Experimental settings

To make a fair comparison with the previous work, we conducted
several different sets of experiments on the FewRel and FewNYT
datasets under N-Way K-Shot settings, where a training dataset con-
tains 𝑁 × 𝐾 support instances and one query instance. We train the
model on the training dataset, use the dev dataset to determine the
best hyperparameters and evaluate the model on the test dataset. We
consider five types of FS-RTE tasks in our experiments: 5-Way 1-Shot, 5-
Way 5-Shot, 10-Way 1-Shot, 10-Way 5-Shot, and 10-Way 10-Shot. Our
approach is implemented based on PyTorch, and all experiments are
conducted on a machine with an RTX3090 GPU with 24 GB of memory.
7 
Due to memory limitations, the 10-Way 10-Shot was conducted on
A100, which has 40 GB of memory. We employ AdamW [43] optimizer
with an initial learning rate 1e−5 and weight decay of 1e−3. We set the
batch size to 1, the number of training episodes to 40 000, the number
of validation episodes to 500, and the number of testing episodes to
3000. We use the pre-trained language model BERT-base as in the
previous baseline model, the sentence output feature dimension is 768,
and the span width embedding is encoded using a randomly initialized
embedding layer with a dimension of 25. We set the maximum length
of the sentence to 128, the maximum length of the span constructed by
the sentence to 170, and the maximum width of each span to 7. In the
HCL section, we set the distance range from 5 to 10.

We evaluate the model using Precision, Recall, and F1-score. For
each test instance, only an exact match of the triples is considered cor-
rect. In addition, we evaluate the performance of entities and relations
for a more fine-grained comparison.

4.3. Experimental results

On the FewRel dataset, we compared our model with the fol-
lowing baseline models. (1) CasRel [7], a joint entity and relations
extraction model based on supervised learning methods. It proposes
a novel annotation framework that first extracts the head entities
and then finds the tail entities corresponding to the head entities
according to each relation type. (2) MatchNet [41], a Nearest Neighbor
Method with Embedded Feature Extractors for Few-Shot Classifica-
tion Tasks. (3) Proto [22], a prototype network-based FS-RE method.
(4) FS-GNN [44], a method for few-shot learning based on graph
neural network. (5)MPE [12], an FS-RTE model that first extracts
entities and then classifies relations. It uses CRF for NER, followed
by a translation-based approach for RE. (6) MLMAN [45], a few-shot
learning method that introduces native matching and aggregation al-
gorithms to enhance the representation of support and query instances.
(7) NNM [23], a model that uses the nearest neighbor matching method
for FS-RTE, which identifies head entities and tail entities in sentences
based on the semantic similarity of words. (8) TGIN [38], a model
for end-to-end FS-RTE based on multi-layer heterogeneous graphs. The
heterogeneous graph contains two types of nodes and three types of
edges. It uses translational algebra operations to mine semantic fea-
tures. (9) PTN [25], a model that uses a perspective transfer network.
The heterogeneous graph first identifies the relations in the sentence,
then extracts the corresponding head and tail entities according to the
relations, and finally verifies the relational triples. (10) RelATE [13], a
model for FS-RTE based on relational decomposition. It adopts a similar
strategy to PTN, both of which are relation-then-entity recognition
paradigms. Table 4 shows the F1 scores of our HPO model compared
with all baseline models on the FewRel dataset. It should be noted
that the F1 score combines precision and recall, so most models only
give the experimental F1 score. For a more convenient comparison,
we follow previous work and use the F1 score to represent the final
Experimental results.

As shown by the results in Table 4, the performance of our proposed
method is considerably better than that of the baseline models. CasRel
shows very poor experimental results in the few-shot setting. These
poor results indicate that the models constructed by the traditional
supervised learning-based paradigm cannot solve the RTE task in the
few-shot scenario. MPE performs NER first and then RE. They use
traditional entity extractors to identify entities in sentences and con-
struct relation prototypes based on the acquired entities and external
knowledge to achieve relational triple extraction. Due to traditional
entity extraction methods, it is difficult for them to obtain ideal en-
tity recognition results under a small number of training samples,
which further affects the performance of relational triplets. In addition,
MatchNet, Proto, FS-GNN, MLMAN, and TGIN are also based on the
entity-then-relation paradigm. Although their relation extraction per-

formance is high, the entity recognition effect is poor, which leads to
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Table 3
Statistics of entity span information in the FewRel dataset. SW refers to the width of the span, [1, 3] denotes the span interval 1 ≤ SW ≤ 3, (3, 5] denotes the span interval 3 <
SW ≤ 5. It should be noted that the number of entities counted includes repeated occurrences.

Model Train Dev Test

[1, 3] (3, 5] (5, 7] SW > 7 [1, 3] (3, 5] (5, 7] SW > 7 [1, 3] (3, 5] (5, 7] SW > 7

Entity num 63,844 5302 751 103 19,534 1233 193 40 19,730 1151 107 12
Entity ratio 91.2% 7.57% 1.07% 0.15% 93.02% 5.87% 0.92% 0.19% 93.95% 5.48% 0.51% 0.06%
Table 4
F1 Results of the compared models on FewRel. Note that the best and second-best
results are marked in bold and underlined, respectively.

Model 5W1S 5W5S 10W1S 10W5S 10W10S

CasRel [7] – 2.1 – – 2.0
MatchNet [41] 15.4 18.7 8.2 – 16.3
Proto [22] 15.9 21.2 10.4 – 15.4
FS-GNN [44] 17.8 24.5 11.4 – 16.1
MPE [12] – 23.3 – – 12.1
MLMAN [45] 20.4 28.5 15.3 – 19.2
NNM [23] – 32.1 – – 25.0
TGIN [38] 24.0 32.3 17.3 – 22.8
PTN [25] 30.0 40.0 25.3 33.6 36.2
RelATE [13] 28.7 42.3 20.3 34.8 40.9

HPO (Ours) 41.1 48.3 34.4 41.5 42.8
Improvement (+11.1%) (+6.0%) (+9.1%) (+6.7%) (+1.9%)

he unsatisfactory performance of the relational triplet extraction. More
etailed comparison results are shown in Table 5.

PTN and RelATE are the most recent and effective baseline models.
herefore, we focus on the comparisons with them. Our HPO improved
ver PTN by 8.3%, 7.9%, and 6.6% on 5-Way 5-Shot, 10-Way 5-Shot
nd 10-Way 10-Shot, respectively. On 5-Way 1-Shot and 10-Way 1-
hot, HPO improves 11.1% and 9.1% over PTN, respectively. Compared
ith RelATE, HPO improves 6.0%, 6.7% and 5% on 5-Way 5-Shot,
0-Way 5-Shot and 10Way10Shot, respectively. On 5-Way 1-Shot and
0-Way 1-Shot, HPO improves 12.4% and 14.1% over RelATE, re-
pectively. This fully illustrates that our HPO can be better applied
o FS-RTE. PTN uses a triple perspective transfer method for relation
xtraction. It sequentially matches each instance in the query set with
he support set sentence to calculate the probability and then builds a
oken-level entity prototype for entity recognition. RelATE recognizes
he relations present in sentences based on relation prototypes. How-
ver, they all simply construct relational and entity prototypes based
n the support set and do not consider the guiding role of existing
elational information on prototype construction, especially in the case
f a few support-set samples, so their experimental performance is
orse on the 1-Shot setting.

Based on the above analysis, we speculate that the performance
ain of our HPO model comes from three main aspects. (1) To com-
ensate for the prototype bias problem caused by insufficient support
et samples, we use a prompt-based learning method to introduce
xternal relational information further to optimize the prototypes’ rep-
esentation. (2) We build entity prototypes based on spans instead of
okens. On the one hand, we can better and more comprehensively
epresent the entity prototypes. On the other hand, we do not need
o divide the entity prototypes, reducing the classification difficulty.
he experimental results in Table 5 further confirm our point of view.
3) We propose contrastive learning at three levels, relations, entities,
ntity and relation, to better optimize the representation of proto-
ypes, which improves the recognition accuracy of each subtask and
ltimately improves the effectiveness of relation extraction.

To further evaluate the model, we selected some of the latest base-
ines to conduct experiments on the FewNYT dataset, and the specific
1 results are shown in Fig. 4. The difference from FewRel is that the
elations in FewNYT do not have labels and description information.
8 
Fig. 4. F1 results of the compared models on the FewNYT dataset.

Therefore, we artificially construct the information of the relations
among them. Our HPO still achieves the best experimental results, and
the results of PTN and RelATE are also consistent with the performance
of FewRel. In the 1-Shot setting, PTN is better than RelATE, while under
the 5-Shot setting, RelATE outperforms PTN.

To further analyze the performance of the models on each subtask,
we evaluate the performance of NER, RE, and RTE on the FewRel
dataset under 5-Way 1-Shot, 5-Way 5-Shot, 10-Way 1-Shot, and 10-
Way 10-Shot settings. As shown in Table 5, the performance of RE is
significantly better than NER, which indicates that NER is more difficult
than RE in few-shot setting. Among all the baseline models, MPE
achieves the best RE performance. It adopts the extraction framework
of entity-then-relation to use entity information to construct relational
prototypes. However, since MPE uses a traditional entity extractor for
NER, the accuracy of entity recognition is very low, which leads to
unsatisfactory results in the RTE. PTN transforms RE into a binary
classification problem, reducing the complexity of the RE task. As a
result, PTN demonstrates superior performance in RE compared to
RelATE and our HPO. However, PTN requires a loop to traverse each
sentence for RE, which greatly increases the time complexity of the
model. Our HPO is significantly better than RelATE and PTN in NER,
which is a good indication that entity prototypes constructed based
on span can achieve more effective entity extraction. Compared with
RelATE, HPO has also achieved an overwhelming advantage in RE,
especially in the 1-Shot task, which shows that introducing relation
information can better construct prototype representations. With the
increase of support set samples, the model improvement brought by
relational information decreases, which also shows that the prototypes
built with a small number of samples have great differences and cannot
represent the representation of the overall sample well. Finally, HPO
improves the performance of both subtasks by learning to model the
representations of entity prototypes and relation prototypes by HCL,
thereby improving the performance of the RTE.

To further analyze the working efficiency of the model, we ex-
perimentally analyzed the training and inference time of the model
in Table 6. All experiments are conducted on a machine with an
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Table 5
F1 scores of entities, relations, and triples on FewRel. Note that the best and second-best results are marked in bold and underlined, respectively.

Model 5-Way 1-Shot 5-Way 5-Shot 10-Way 1-Shot 10-Way 10-Shot

Relation Entity Triple Relation Entity Triple Relation Entity Triple Relation Entity Triple

MatchNet [41] 75.8 18.7 15.4 84.6 20.7 18.7 59.4 12.5 8.2 77.8 20.0 16.3
Proto [22] 77.6 19.4 15.9 87.4 25.1 21.2 65.7 14.5 10.4 76.0 19.8 15.4
FS-GNN [44] 78.4 21.6 17.8 88.4 26.0 24.5 66.9 15.7 11.4 77.7 20.5 16.1
MPE [12] – – – 93.8 25.0 23.3 – – – 84.6 14.9 12.1
MLMAN [45] 82.5 23.4 20.4 91.8 30.5 28.5 70.7 20.4 15.4 81.9 23.3 19.2
NNM [23] – – – 88.7 32.6 32.2 – – – 75.1 26.6 25.0
TGIN [38] 83.7 27.5 24.0 93.1 33.6 32.3 72.3 22.8 17.3 83.7 26.6 22.8
PTN [25] 81.1 47.2 30.0 84.2 56.9 40.0 68.7 39.4 25.3 77.6 52.4 36.2
RelATE [13] 66.3 46.5 28.7 79.9 59.6 42.3 54.7 37.9 20.3 75.4 57.0 40.9

HPO (Ours) 80.2 57.4 41.1 84.1 65.0 48.3 68.0 51.4 34.4 76.8 60.0 42.8
Fig. 5. Prototype distance experiments on the FewRel and FewNYT datasets.
Table 6
HPO training and inference time on FesRel dataset.

Setting Training Inferencing

All time (m) Epoch time (ms) All time (m) Epoch time (ms)

5-Way 1-Shot 395 592 346 115
5-Way 5-Shot 466 699 421 140
10-Way 1-Shot 412 618 357 119
10-Way 5-Shot 578 867 553 184

RTX3090 GPU which has 24 GB of memory. We set the batch size to
1, the number of training episodes to 40 000, the number of validation
episodes to 500, and the number of testing episodes to 3000.

4.4. Parameters sensitivity analysis

We study and analyze the hyperparameters of the model on the
FewRel and FewNYT datasets. Fig. 5 presents the experimental results
of our HPO under different prototype distance settings, where Fig.(a)
represents the FewRel dataset and Fig.(b) represents the FewNYT
dataset. We set four different distance intervals, namely 1–5, 5–10,
10–15, and 15–20. Then use S1E5, S5E10, S10E15, and S15E20 to
represent them. We can observe that (1) the model has poor results
with S1E5 and S15E20 settings, and the distance of the prototype is not
suitable, either too close or too far. (2) The best results are under the
S5E10 setting. This result validates our argument that the prototypes
should be distributed in an appropriately sized embedding space that
is neither too large nor too small.

4.5. Ablation studies

To analyze the impact of each different component in our model,
we perform ablation studies on the FewRel dataset with 5-Way 1-
Shot and 10-Way 1-Shot settings. Note that the setting is the same
in each experiment except for the variables studied. The experimental
9 
Table 7
Ablation studies on FewRel. We report the F1 score under two settings. w/o RI refer
to no relational information being introduced. w/o SPAN refer to instead of using the
span-based approach to construct entity prototypes. w/o HCL refer to the removed
hierarchical contrastive learning.

Category FewRel FewNYT

Relation Entity Triple Relation Entity Triple

HPO 80.2 57.4 41.1 68.0 51.4 34.4

-w/o RI 70.5 54.7 35.4 58.4 49.6 27.8
-w/o SPAN 76.2 49.1 33.5 67.4 44.7 29.6
-w/o HCL 78.1 55.8 37.8 65.7 47.8 31.5

results are shown in Table 7, where the removal of each component
of the model results in degraded performance for relations, entity, and
relational triple extraction.

In Table 7, w/o RI means that no relational information is intro-
duced. Similarly, w/o SPAN means that instead of using the span-based
approach to construct entity prototypes, an entity prototype contains
an entity start prototype and an entity end prototype, which are con-
structed based on the token. The w/o HCL indicates that the contrastive
learning module is removed and the prototype representation of entities
and relations is constructed directly based on the vector representation
in the sentence. In both few-shot settings, w/o RI leads to a dramatic
decrease in relational performance. We find that the reason may be
mainly because the relation prototype constructed under 1-Shot carries
a strong sample paranoia while introducing relation information can
construct a better relation prototype. In addition, prompt-based learn-
ing for encoding relational information and HCL interacts with entities
and relations, such that the reduced relation extraction performance
also somewhat affects entity extraction. The main impact of w/o SPAN
is the performance of entities. Compared with token level-based pro-
totypes, span-based entity-level prototypes incorporate the complete
semantic and span information of entities, which can better represent
entities and thus improve the performance of entity recognition. w/o
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Table 8
Ablation studies on FewRel about relation prompt template. We report the F1 score
under four settings. w/o Relation Dec refer to use the relation name information. w/o
Relation Name means only use the relation description information.

Model 5W1S 5W5S 10W1S 10W5S

HPO 41.1 48.3 34.4 42.3

-w/o Relation Dec 31.8 46.1 31.5 38.2
-w/o Relation Name 38.1 46.4 33.6 38.7

HCL leads to a decrease in the performance of both subtasks, indicating
that HCL can effectively constrain the representation of entity and re-
lation prototypes. The comparison of relation prototypes can constrain
the distance between different relations, and the comparison of entity
prototypes can constrain the distance between head entities and tail
entities. The comparison between the relations and the entity prototype
can constrain the distance between the relation and the entity to keep
them within an appropriate range.

To further analyze the usefulness of the relation prompt template,
we conducted the following experiments, as shown in Table 8. We
set two baselines, w/o Relation Dec and w/o Relation Name, which
indicate the addition of relation name and description to the prompt
template, respectively. Compared with HPO, the performance of the
two baselines has decreased, and the performance degradation under
the w/o Relation Dec setting is the more obvious, which shows that
it is difficult to fully and specifically describe the content of the
relation using only the relation name because the relation name is often
relatively concise. However, adding the relations name to the relation
description can better describe and condense the relations. Therefore,
we finally chose the template with the combination of the relation
name and relation description.

To specifically analyze the effect of relation templates on HPO,
we randomly construct different proportions of error sample relation
templates for experiments on FewRel. The specific method uses a fixed
ratio to randomly replace the correct relations in the sentence with
the relation of other sentences, which was set to 20%, 40%, 60%, and
80%, respectively. We conducted experiments under the settings of 5-
Way 1-Shot, 5-Way 5-Shot, 10-Way 1-Shot, 10-Way 5-Shot and 10-Way
10-Shot. Experimental results are shown in Fig. 6. As the proportion
of incorrect relation information increases, the experimental results of
the model gradually decrease, which shows that the introduction of
complete and correct relation information can better help the model
to learn.

4.6. Prototype visualization

To visualize the distribution of the prototype representation of our
proposed method, we selected the 5-Way 1-Shot and 5-Way 5-Shot
settings and used t-SNE [46] to visualize the prototypes of the relation
categories of our HPO and the best baseline RelATE on FewRel and
FewNYT. We selected relation categories from the test dataset and
generated corresponding prototype embeddings of sentence relations
based on the parameters determined by the model on the training set,
with 400 instances selected for each relation category. Since there are
only 50 instances of each relation in FewNYT, it contains duplicate
instances. As shown in Fig. 7, we can observe that: (1) From Fig.(a)
and Fig.(b) we can see that the 5-Way 5-Shot of RelATE has a great
improvement over the 5-Way 1-Shot and the increase in sample size
can greatly alleviate the problem of prototype bias. (2) In the 5-Way
1-Shot setting, the relation prototypes in Fig.(c) are far superior to
Fig.(a). Our HPO introduces relational information and the contrastive
learning mechanism, which makes the prototypes of each category keep
a suitable distance from each other and can effectively alleviate the
prototype bias problem arising from too few samples. In the 5-Way
5-Shot setting, Fig.(d) also outperforms the prototype distribution of
Fig.(b). (3) The prototype distribution of Fig.(d) is more clustered than
10 
Fig. 6. Experimental results of relation templates with different error ratios on the
FewRel dataset.

that of Fig.(c), further illustrating that the increase in sample size can
improve the construction of prototypes. (4) The relations prototypes on
FewNYT are more closely distributed, mainly because there are many
similar relations in FewNYT, such as the relations ‘‘/business/location’’
and ‘‘/business/company/place_founded’’.

4.7. Case study

To more intuitively demonstrate the advantages of our HPO in the
FS-RTE, we use three cases to compare the gap between HPO and the
current strongest baseline model RelATE in the 5-Way 1-Shot setting.
The results are shown in Fig. 8. In the first case, due to too few
sample instances, RelATE misidentifies the relation ‘‘work location’’ in
the sentence as ‘‘record label’’, which directly leads to errors in the
subsequent head entity and tail entity recognition. Unlike this, our HPO
introduces relational information based on prompt templates, which
effectively enhances the representation of sentences under specific
relations. Therefore, relations in sentences can be correctly identified,
and head entities and tail entities under corresponding relations can
be extracted correctly. In the second case, RelATE correctly identifies
the relation in the sentence, but does not fully identify the tail entity
‘‘film director ’’. We speculate that the decrease in performance could
be attributed to the similarity in semantics between the terms ‘‘film
director ’’ and ‘‘director ’’. RelATE divides the entity prototype and builds
the start and end prototypes for the entity based on the token. This
segmentation method does not consider the overall semantics and span
information of the entity, which is prone to span errors in the entity
recognition process, resulting in wrong triplet extraction at the end. In
the third case, RelATE also does not accurately identify the span of the
head entity and wrongly identifies the tail entity. Based on sentence
token encoding, our HPO further constructs sentence span encoding,
and constructs entity-level prototypes instead of token-level, which can
effectively use the complete semantics and span information of entities
to improve the accuracy of entity recognition. In addition, HPO intro-
duces HCL to optimize the prototype representations of relations and
entities, so relational triples in sentences can be accurately identified.

We use a case study to analyze the ability of HPO to extract relation
triplets. It aims to evaluate where and why errors occur in the extracted
triples. We use the experimental results of the 5-Way 5-Shot in Fig. 9.
In instance 1, HPO incorrectly identified the entity ‘‘Tales from the
Public Domain’’, one of the most common errors. From Table 5, we
can see that entity recognition is much more difficult than relation
classification. HPO uses span encoding and hierarchical contrastive
learning to optimize entity prototypes, but the recognition accuracy of
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Fig. 7. The prototype embedding visualization of relations in the 5-Way 1-Shot and 5-Way 5-Shot settings on FewRel and FewNYT datasets using t-SNE. Where (a) and (b) denote
RelATE on FewRel, (c) and (d) denote HPO on FewRel, (e) and (f) denote RelATE on FewNYT, (g) and (h) denote HPO on FewNYT. Each color denotes a class of relations.
Fig. 8. Instances of different models on the FewRel dataset under 5-Way 5-Shot. Green indicates the head entity in the sentence and blue indicates the tail entity in the sentence.
Entities with errors in triplets are identified in red.
Fig. 9. Common scenarios for errors of relational triple on FewRel dataset under 5-Way 5-Shot. Green indicates the head entity in the sentence and blue indicates the tail entity
in the sentence. Entities with errors in triplets are identified in red.
more complex entities still needs to be improved. In instance 2, HPO
identified the triple <Quest, original language of film or TV show, French>,
which is correct. Still, it is judged as wrong because the annotation in
the sentence is <Quest, original language of film or TV show, English>.
This shows multiple correct triples in the sentence in the dataset, but
because FewRel is a dataset extracted from single triples, no further
annotation is performed. In instance 3, the recognition result of HPO
is correct, but due to the errors in the annotations in the dataset, the
recognition result is judged to be wrong. In instance 4, the triples in the
sentence are relatively complex and require reasoning to get the correct
11 
result. HPO only recognized the head entity and the relationship and
incorrectly identified the tail entity. This shows that HPO still needs to
gain the recognition of triples that require reasoning.

5. Conclusion

In this paper, we propose a hierarchical prototype optimization
method HPO for few-shot relational triplet extraction. HPO models
the task in three stages and optimizes the prototype through three
levels: entities, relations, and interactions between entities and rela-
tions. First it uses prompt learning to bring relational label information
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into the text. Then the text which is encoded across the text and
entity-level prototypes are constructed, avoiding label dependencies
between entities. Finally, a hierarchical contrastive learning approach
is introduced to refine the metric space between entity, relation, and
entity-relations prototypes. Experiments on public datasets show that
our model outperforms state-of-the-art methods in different settings.
Few-shot relational triplet extraction can effectively alleviate the prob-
lem of data deficiency for labeling, so it can be generalized better
and be practicable in specific fields. However, HPO still has some
limitations. For example, HPO has particular difficulties in process-
ing multiple triples in a sentence, faces problems in computational
performance and efficiency problems when processing entities with
longer spans, and depends on external knowledge. In the future, we
will explore few-shot triple extraction tasks in more complex scenarios,
such as multi-triplet extraction and more complex interactions between
entities and relations. It requires the model to have more robust feature
extraction and learning capabilities, to sport more complex sentences,
and to extract triples that meet the requirements from the sentences.
While improving model performance, we also need to consider model
efficiency and explore more flexible ways to utilize external knowledge.
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