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Abstract

Temporal knowledge graphs (TKGs) are a form of knowledge representation constructed based on the evolution of events at
different time points. It provides an additional perspective by extending the temporal dimension for a range of downstream
tasks. Given the evolving nature of events, it is essential for TKGs to reason about non-existent or future events. Most of the
existing models divide the graph into multiple time snapshots and predict future events by modeling information within and
between snapshots. However, since the knowledge graph inherently suffers from missing data and uneven data distribution,
this time-based division leads to a drastic reduction in available data within each snapshot, which makes it difficult to learn
high-quality representations of entities and relationships. In addition, the contribution of historical information changes over
time, distinguishing its importance to the final results when capturing information that evolves over time. In this paper,
we introduce CH-TKG (Contrastive Learning and Historical Information Learning for TKG Reasoning) to addresses issues
related to data sparseness and the ambiguity of historical information weights. Firstly, we obtain embedding representations
of entities and relationships with evolutionary dependencies by R-GCN and GRU. On this foundation, we introduce a novel
contrastive learning method to optimize the representation of entities and relationships within individual snapshots of sparse
data. Then we utilize self-attention and copy mechanisms to learn the effects of different historical data on the final inference
results. We conduct extensive experiments on four datasets, and the experimental results demonstrate the effectiveness of our
proposed model with sparse data.

Keywords Temporal knowledge graph reasoning - Contrastive learning - Graph convolutional network -
Knowledge weight learning

1 Introduction

Knowledge graph, as a structured form of human knowledge
[1], plays a significant role in supporting semantic interop-
erability between massive multi-source heterogeneous data.
Knowledge graph is widely used in fields such as medical
health [2], question-and-answer systems [3], and recom-
mender systems [4]. The traditional knowledge graph is
usually a static knowledge base with a graph structure,
which stores events in the real world in the form of triples
(s,r;0), where s and o represent the head entity and the tail
entity respectively, and r represents the relationship. Knowl-
edge graphs commonly face integrity issues due to the high
cost of manual fact annotation and the incompleteness of
automatically generated facts. These limitations severely
restrict the performance and scope of applications based
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on knowledge graphs. To alleviate this problem, researchers
have proposed predicting missing facts by representing enti-
ties and relationships in low-dimensional vector spaces [5]
and performing reasoning over the knowledge graph. Cur-
rent inference research mainly focuses on static knowledge
graphs without considering temporal properties. In real-
world application scenarios, time is an important attribute of
most facts, as the validity of triple facts is often constrained
to specific time ranges. For example, the fact (Trump, served
as, President of the United States, 2017/1/20-2021/1/20) is
only correct within the stated time period. To address this,
temporal knowledge graphs incorporate additional temporal
information for each triplet in the form of a quadruple with
timestamps, that is (Head Entity, Relationship, Tail Entity,
Time). Ignoring temporal information at this stage would
inevitably result in incorrect inferences on the graph. As a
result, there is growing research interest in knowledge graph
reasoning that takes into account temporal attributes.
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Fig.1 Data sparsity problem for temporal knowledge graph snapshots

Traditional static knowledge graphs commonly suffer from
serious data missing issues, which are also more widely and seve-
rely present in temporal knowledge graphs. Furthermore, the
evolution of time introduces complex temporal dependency
properties between entities and relationships [6]. Therefore,
effectively incorporating time information into models and
enhancing the representation of entities and relations presents
a key challenge. Doing so would allow us to appropriately
capture the dynamic evolutionary characteristics of entities,
relations, and graph structures and leverage these temporal
features for reasoning tasks. As shown in Fig. 1(a), most
existing temporal knowledge graph reasoning methods[6—8]
split all graph events into ¢ sub-knowledge graph snapshots
based on time. They then learn entity and relation embeddings
from the information in each snapshot to capture semantic
and structural features as they evolve over time. These types
of methods have the following limitations: segmenting the
knowledge graph by time results in a dramatic decrease in
data for each graph as time slices become more granular,
leading to the data sparsity issue. Figure 1(b) shows a com-
parison of the total number of entities (represented by green
bars) and the number of entities on a single snapshot (rep-
resented by orange bars) of the four public datasets. Table 1
shows the comparison of the number of entities, the time
granularity, and the number of entities on a single snapshot.
It can be seen that the amount of quadruple data in each time
slice is extremely small. This extreme sparsity makes it dif-
ficult for the model to learn high-quality representations of
the entities and relationships.

On the other hand, from a human cognition perspective,
events at the current time are influenced not only by the
current state of the knowledge graph but also by histori-

Table 1 Total number of entities in the 4 public temporal datasets and
average number of entities on individual timestamps

Data ICEWS14 ICEWS18 WIKI YAGO
Total 90730 468558 669937 201092
Granularity 365 304 232 189
Single 248 1541 2888 1063
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cal information. The different times and frequencies of the
relevant historical events play different roles in prediction.
Hence, it is necessary to learn the weights of historical infor-
mation on inference results.

To address the above problems, we propose a novel tem-
poral knowledge graph reasoning model, CH-TKG based
on evolutionary representation [8] and contrastive learning.
This model can learn enhanced entity and relationship rep-
resentations from the sparse snapshot information, while
also identifying important information from the full graph.
To better model the structural and semantic information at
each time slice, we first capture the structural dependencies
within the knowledge graph of each slice using a relation-
aware graph convolutional network (R-GCN) and obtain the
embedding of the graph on each time slice through R-GCN.
On the foundation of this, inspired by contrastive learning in
the field of recommendation systems [9], we mine potential
neighborhood relationships from node-level contrastive rep-
resentations. In other words, we identify the semantically
similar nodes between entities. These potential semantic
relationships based on entities are optimized for entity rep-
resentation under sparse data. Specifically, positive sample
distances are minimized while negative sample distances
are maximized through the prototype contrastive learning
framework. At the same time, GRU is used to model rela-
tionships and capture the temporal dependencies between
historical KG sequences. Finally, considering the importance
of historical information, the most recent historical subgraph
plays the biggest role in prediction. Different levels of atten-
tion are applied to different historical information based on
the self-attention mechanism and the copy mechanism. This
allows selective attention to important information in the
representation of the current time slice to obtain better predic-
tion results. Experimental results on four publicly available
datasets demonstrate the effectiveness of the proposed model
for temporal knowledge graph reasoning. The contributions
of this paper are summarized as follows:

e We propose a new temporal knowledge graph reason-
ing model CH-TKG based on evolutionary representation
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and contrastive learning. It mines semantically similar
neighborhood relationships from node-level contrastive
representations and optimizes entity and relationship rep-
resentations obtained under sparse data;

e To better learn the weight of historical information, CH-
TKG uses the self-attention mechanism and the copy
mechanism to learn the impact of different events on
inference results from the temporal sequence and fre-
quency of event occurrences;

e We conducted comprehensive experiments on four pub-
lic benchmark datasets. The experimental results show
that CH-TKG outperforms existing temporal knowledge
graph reasoning methods in the case of sparser data, prov-
ing the effectiveness of the proposed model.

2 Related work

In this section, we introduce related work on static knowledge
graph reasoning, temporal knowledge graph reasoning, and
contrastive learning.

2.1 Static knowledge graph reasoning

In recent years, researchers have proposed representation-
based static knowledge graph reasoning methods, which can
be divided into four categories: distance-based models, ten-
sor decomposition models, neural network models, and graph
neural network-based models. Distance-based models use
distance-based scoring functions to calculate the distance
between entities to measure the reasonableness of facts, for
example, TransE [5], TransR [11], etc. Tensor decomposi-
tion models represent entities and relationships as tensor
representations in low-dimensional vector space, such as,
DistMult [13], and ComplEx [14]. The neural network mod-
els take the embedding of entities and relationships as input,
and output the probability of fact triples through the neu-
ral network, such as MLP [16]. The GNN-based models
capture the structural characteristics of KGS through graph
neural networks, Such as R-GCN [18], CompGCN [19], etc.
However, these methods are designed for static knowledge
graphs and cannot accurately learn the representation of tem-
poral knowledge. During reasoning, issues can arise such as
semantic similarity causing event confusion and excessive
interference items. For example, in the triplets (person, born
in, place), (person, died in, place), the head entity types for
both “bornin" and “died in" relationships are person names,
while the tail entity types are place names, which produces
confusing candidate results. Too many interference items
mean that traditional static reasoning methods cannot cap-
ture the impact of temporal information on the evolution of
entities and relationships. Queries without time constraints

can produce many candidate answers. The excessive number
of interfering items means that traditional static reasoning
methods are unable to capture the effect of temporal infor-
mation on the evolution of entities and relationships, and
the query will have many candidate answers in the absence
of time constraints. For example (2, serve, the president
of the United States) can have multiple candidates such as
“Obama", “Trump", “Biden", etc. Due to the lack of tem-
poral information constraints, it is difficult to determine the
exact Answers.

2.2 Temporal knowledge graph reasoning

Due to the shortcomings of traditional knowledge graph
reasoning, researchers have proposed temporal knowledge
graph reasoning to alleviate the above problems. There are
usually two different settings for temporal knowledge graph
reasoning: interpolation and extrapolation [20].

When given a sequence of knowledge graphs with times-
tamps from fg to 1, the interpolation setup predicts missing
events occurring in the timestamp range [to, f7], also known
as TKG completion. For example, Ta-Distmult [21] and
TTransE [22]. The extrapolation setting predicts future
events in the timestamp range [t7, +oc], which is predicting
the future based on the past and is usually more challenging
than the interpolation problem [23]. The work of this paper
mainly focuses on fact prediction on future timestamps and
predicts new facts on future timestamps based on historical
subsequences. CyGNet [24] uses a copy-generation network
to model the frequency of historical facts associated with
a given query when all historical facts are considered. RE-
NET [6] uses a neighborhood aggregator to encode structural
information about entities and relationships in snapshots, and
an RNN-based recurrent event encoder to encode the time
sequence information between snapshots. RE-GCN [8] mod-
els the information of historical subgraphs through recurrent
R-GCN and time gate units. CluSTeR [25] is designed based
on reinforcement learning, limiting its applicability to event-
based TKGs. GLANet [26] propose the Global and Local
Information-Aware Network to capture both global and local
information. Several other methods have been designed to
model temporal point processes. RLAT [29] addresses the
shortcomings of multi-hop inference methods that lack path
memory by modeling the combination of reinforcement
learning and attention mechanisms. TFSC [30] use the atten-
tion mechanism to model the neighbor entities of the task
entity with timestamp information and generate expressive
time-aware entity pair representations through the Trans-
former encoder, which compares the input query to the given
few-shot references to make predictions. CDRGN-SDE [31]
is a cross-dimensional recurrent graph network with a neu-
ral stochastic differential equation framework that resolves
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the continuity problem of dynamic features in the continuous
time domain. [32] preserves the continuity of dynamic multi-
relational graph data by extending the idea of divine frequent
differential equations (ODEs) to multi-relational graph con-
volutional networks and encoding temporal and structural
information as continuous-time dynamic embeddings. While
the aforementioned extrapolation models attempt to improve
performance by capturing links or additional information
between snapshots, we design models that address the prob-
lems of data sparsity on snapshots as well as assigning
weights to historical information.

2.3 Contrastive learning

Contrastive learning [33] is a self-supervised learning para-
digm that aims to capture the latent representations of a
dataset by learning the similarities and differences between
data samples. The structure and features between data
samples are deduced without explicit labeling. Contrastive
learning was first used in the field of CV [34]. Over time,
it has been increasingly adopted in NLP [35], graph data
mining [36], and recommendation systems [37]. Existing
research methods can be categorized into node-level con-
trastive learning [38], graph-level contrastive learning [39],
and prototype contrastive learning [40]. Inspired by these
areas, some researchers have applied contrastive learning
to knowledge graph inference tasks. SimKGC [41] intro-
duces three types of negatives: in-batch negatives, pre-batch
negatives, and self-negatives which act as a simple form
of hard negatives to improve the contrastive learning effi-
ciency. SImRE [42] introduces a self-supervised framework
that leverages the input rule bodies to predict the corre-
sponding rule heads through a contrastive objective. These
methods are applications of contrastive learning on static
graphs. CENET [43] is the first model to apply contrastive
learning to TKG reasoning. It identifies highly relevant
entities in historical information by training contrastive rep-
resentations of queries, jointly investigating historical and
non-historical information to predict potential new events.
However, CENET has to consider the entire entity set infor-
mation to capture historical and non-historical dependencies
and does not sufficiently consider the potential semantic rela-
tionships between entities on a single snapshot. In this paper,
we propose to explicitly model the potential semantic neigh-
bor information on a single timestamp through contrastive
learning to alleviate the data sparsity problem on a single
temporal snapshot, which is able to obtain better results in
a lesser range of time as compared to CENET, and further
improve the effect by learning the weights of historical infor-
mation.
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3 Method
3.1 Notations

Temporal knowledge graphs are multi-relational knowledge
graphs with temporal information on the relations and can
represent knowledge graph sequences G = {G, G2, ..., G},
where the graph G, = (E, R, F;) at each timestamp ¢ can
be represented as a directed multi-relationship graph, where
E is the set of entities, R is the set of relationships, F; is the
set of facts on timestamp ¢, |E| and |R| denote the number
of entities and relationships. Any fact F; can be expressed in
the form of a quaternion (s, r, o, t), where s,0 € E,r € R,
it represents the fact that at timestamp ¢, the head entity s
and the tail entity o have a relationship . For each quadru-
ple (s,r,o0,t), we construct its inverse relation quadruple
(o, rLs, t) and append it to the dataset, so that the predic-
tion of both head and tail entities can be realized. Also, we
set the embedding dimension of entities and relations to d,
E € RIEX4 R e RIRIX4 are respectively expressed as the
embedding matrices of all entities and relationships. For each
temporal subgraph G, we define the entity embedding matrix
as E; and the relation embedding matrix as R;, and randomly
initialize the input embeddings of entities and relations of the
first historical sequence as E;,;;, Rjpi; respectively. Table 2
lists the relevant mathematical symbols.

Temporal knowledge graphs reasoning refers to the pre-
diction of missing tail entities in the query (s, r, ?, f)given
the set of historical events Gg.;_1 before time r. Without
loss of generality, the model proposed in this paper can be
easily extended to predict the missing head entity in query
(o,r~1, 2, 1). Given a sequence of historical graphs, the prob-
ability of calculating the predicted entity at the current time
can be expressed mathematically as:

p(0|s7r’ Gl*kil) Zp(olsvrvElle‘) (1)

where G,_j. represents the given k historical temporal
knowledge graphs, E¢ € RIEIX4_ denote the entity and the
relationship embedding matrices, respectively, and R¢ €
R2IRIxd 5 the dimension of the embedding.

Table 2 Important mathematical symbols and related descriptions

Notations Descriptions

G, Gy TKG, KG at time t

E,R, F; Set of entities, relations and facts on TKG

|E|, |R| The number of entities and relationships

E; R, Entity and relationship embedding matrices at time t
Go:—1 The set of knowledge graphs before time t




Temporal knowledge graph reasoning based on evolutional...

3.2 Model overview

As shown in Fig. 2, our proposed CH-TKG model consists
of three modules, namely the evolutionary representation
module, the contrastive learning module, and the historical
information weighting module. The evolutionary representa-
tion learning module first models historical graph sequences
using R-GCN and GRU to obtain entity and relation embed-
dings with evolutionary dependencies. On this basis, the
contrastive learning module then optimizes the entity and
relation representations based on the prototype contrastive
framework. Finally, for the historical information evolution
module, the self-attention mechanism and copy mechanism
are used to learn the importance of different historical infor-
mation to the final inference result.
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3.3 Evolutional representation module

We first model each temporal subgraph using R-GCN to
obtain entity embedding for the relevant knowledge sub-
graph. For a temporal knowledge graph G, each temporal
subgraph {G;|0 < i < t— 1} can be viewed as a static multi-
relationship graph. Since GCNs are powerful for modeling
graph-structured data, they can capture the structural depen-
dencies within subgraphs. Specifically, for G; on timestamp
i, we follow the processing strategy of RE-GCN, using R-
GCN to model each subgraph. For each node (entity) in
the graph, its adjacent information is aggregated through
a message-passing architecture. Specifically, each entity in
layer [ (I € [0, 1]) aggregates the neighboring relationship
embeddings and entity embeddings according to the dif-
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Fig.2 Anillustration of the architecture of the model. Different colors represent different modules: light green marks the Evolutional Representation
module, purple marks the Contrastive Learning module, and grey is the Historical Information Learning module
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ferent information of the incidence edges (relationships) to
obtain the entity embeddings in layer [ 4 1. Experiments in
Section 4.2.4 show that two R-GCN aggregation layers are
sufficient to capture enough structural information for entity
embedding. Since we create quadruples with inverse rela-
tions, a temporal subgraph can be viewed as an undirected
graph, with each relation of an entity viewed as an in-degree
edge:

1 I
W=l = > wi(mr)+win | @
0 (s,r),3(s,r,0)ee; ot
where hﬁ’t, hf)’t, and r! represent the embedding repre-

sentation of entities s, o and relations r in R-GCN at layer /
at timestamp ¢, Wll indicates the parameter of the structural
characteristics of all entities aggregated at layer / according
to the connected edges of the aggregation, Wé is the self-
recycling parameter of the characteristics of the aggregated
entities themselves, ¢, is a normalization constant represent-
ing the degree of incidence of the current node o, and f(-) is
the ReL.U activation function. By (2), its entity embedding
hfj,l at timestamp ¢ can be obtained, which is also expressed
as E;.

To model time dependencies between temporal subgraphs,
we use the embedding output from the previous subgraph as
input to the R-GCN model for the next timestamp:

hy, =E 3)

where E,_; € RIEI*? denotes the output entity embed-
ding representation of the (r — 1)"* time subgraph (i.e., the
output of layer 2 of the (r — 1) R-GCN). hé’, denotes
the input entity embedding representation of layer 1 of
the R-GCN at time t (i.e., the ' time subgraph). For
the 1" timestamped query, we can obtain a representation
{Ei(—k, -, E;—2, E;_1} of the sequence of time sub-graphs
with history length k.

In addition, the dependencies between relationships at
different times are closely related to the involved entities.
In order to aggregate structural information when learning
relationship embeddings, we concatenate the mean of entity
embeddings from the previous subgraph associated with the
current relationship, with the mean of the edge embeddings
of the initial subgraph as inputs to the GRU unit at moment
t:

R}, = [R;mean(E; 1, E; )] @)
where R! € R2IRIxd denotes the input matrix of the GRU

input
unit at the 7" timestamp, R € R2IRIxd R, -indicates the
relationship embedding in the input matrix of the first his-
tory subgraph, [; ] means the vector linking operation, which
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represents the entity embedding of the temporal subgraph at
the (t — 1)° h timestamp, and Eﬁ_l is the set of entities associ-
ated with the particular relationship recorded at the (+ — 1)’ h
timestamp.

In the next step, we further model the temporal depen-
dence of the relation by taking the hidden unit output of the
GRU of the previous temporal subgraph as the hidden unit
input of the GRU of the next temporal subgraph:

-1
R;u'dden =GRU (anput’ R;zidden> (&)

where R;”._dld en € R2IRIxd indicates the relation embedding
representation (including the inverse relation) at the (f — 1th
timestamp, and " represents the relation embedding rep-
resentation at the k timestamp. Specifically, for a history
subgraph of length, the hidden unit input of the GRU unit
at the 1st history timestamp R/ . is Ri % .

3.4 Contrastive learning module

To mitigate data sparsity, we consider enhancing the embed-
ding representation by merging semantic neighbors, which
refer to relation or entity embeddings unreachable on the
graph but with similar characteristics. Inspired by prototype
graph contrastive learning [9, 40], we can identify seman-
tic neighbors by learning potential prototypes of each entity
and relation. Based on this idea, we further propose the
prototype-contrastive objective to explore potential semantic
neighbors, aiming to better capture the semantic charac-
teristics of entities and relationships through collaborative
filtering. Typically, similar entities and relations tend to fall
in the adjacent embedding space, with a prototype represent-
ing the center of a semantically similar cluster. Therefore,
we apply the clustering algorithm to the embedding rep-
resentation of entity nodes after GNN initialization. For
convenience, we use the classical k — mean clustering algo-
rithm. In the k — mean clustering algorithm, there is a
clustering center, called a prototype, for each category that is
classified. Within a category, the cluster centers are positive
samples and the other cluster centers are negative samples
of the nodes, which is used to cluster all entity nodes into
different classes, allowing us to apply contrastive learning
well. The contrastive learning loss function is shown in (6):

lf = Z—log

uek

exp (e, - ¢;/T)
> exp(ey-¢;/T)+exp(e, - ¢/T)

Cj#i€C

(6)

where ¢; is the prototype of entity e — u, which is obtained
by clustering all entity embeddings using the k —mean algo-
rithm, and k clusters are obtained by covering all entity nodes
using the clustering algorithm, ¢; is the prototype of the other
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categories, and 7 is the temperature hyperparameter of soft-
max. The contrastive learning on relations is similar:

exp (ry - ¢j/7)
> exp(ry-¢/t) +exp(ry-¢;/7)

Crj€C

lII; = Z—log

ueRrR

(N

where ¢; is the prototype of relation ry, .
The final prototype comparison target is the weighted sum
of the entity target and the relation target:

lp =1} +aly ®)

In this way, we explicitly merge the semantic neighbors
of entities and relations into contrastive learning to mitigate
the sparsity of the data.

3.5 Historical information learning module
3.5.1 Temporal attention module

After obtaining the distributional embeddings of temporal
subgraphs with k-length histories, considering that the most
recent history timestamps play the largest role in prediction,
we apply learnable attention to all history timestamps. This
allows learning the importance of different history subgraphs
to the final inference result through the self-attention mech-
anism. For the query task (s, r, ?, t), the embeddings s and r
of entities and relations at the 7" timestamp are first obtained
through the embedding matrices E; and R; of the entities and
relations. Probability scores for candidate triples are then cal-
culated using a scoring function (i.e., the decoder) to model
the conditional probabilities in (1). The decoder component
employs Conv-TransE, derived from ConvE with the preser-
vation of TransE’s translation property. Conv-TransE is one
of the most commonly used decoders for calculating the
probability of candidate entities. It models the interaction
between input entities and relations through convolutional
and fully connected layers. First, it transforms the embed-
dings of the head and tail entities into a two-dimensional
tensor, and then applies standard convolution operations on
this tensor to calculate the triple score. For each pair (s, r)
in a given quaternion (s, r,o,t), Conv-TransE computes
candidate entities as follows: the representations e; and r;
corresponding to the entity s and the relationship r that are
obtained by the comparison learning module are spliced into
a 2xn matrix. Next, a convolution operation M(-, -) is per-
formed on this matrix to obtain the feature maps, which are
then flattened into a vector by the flattening operation vec (+)

and the dimension is reduced through a fully connected layer.
The intermediate vector y,,,,, fusing s and t at the current
time ¢ is obtained:

Yiemp = vec(M([es; 1/] x )W ©))

For a history subgraph sequence query (s, 7, o, t) of length k,
asequence of k intermediate Vectors ¥ ok s Yiemp:1—2»
Yiemp:1—1 can be obtained, and since the influence of distant
history information on the outcome diminishes with the pas-
sage of time, we let y,_; impose learnable attention on all
history timestamps, including itself. Then, the query vector
0 is generated by y,_ , and the key-value vectors K and V
are generated by y, _;, ..., ¥,_02, ¥;_1 :

O =Wuy,_1, K=Wly,_j, s Y2, Y1l
V = Wv[ytfkv ceey ylfzs ytfl] (10)

where,Wq c quXd,Wk c deXd,Wv c RdUXd’yt—l c
d kxd
R ,[yz—ka e Y22, yt—l] € R*™
The self-attention operation can be expressed as :

S lf att t' ( 9 K, ) - ft (11)
[+ ention !2 [’ = SolItmax “
A/ dk

Among them Q € R% , K € R%xd y ¢ Rwxd
. 4/dy is used to prevent the gradient vanishing problem.
Wy, Wi, W, are learnable parameters that assign learnable
attention weights to each historical timestamp. In practice, we
introduce multi-head attention and then utilize feed-forward
neural network FFN to introduce deep semantic information:

FFN(z) = W>(ReLU(W3z)) (12)

where z € R is the output of the multi-head attention mech-
anism. W, € Rér>d Wy e RAr>d gre parameters, d 7r is
the number of hidden units in the FFN.

In addition, we add residual concatenation and layer
normalization to the output of the multi-head attention mech-
anism and FFN, respectively. Then, for query (s, r, ?, 1), after
Conv-TransE, we perform matrix multiplication on the out-
put g and entity embedding E;_; at the most recent history
timestamp:

Sp =mm(g.E;1) 13)

Pi(o|(s,r, 1)) = Sp (14)

where g € RY, E;_; € RN 55, € RN are the final scores
obtained in this module.
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3.5.2 Frequency statistics module

In terms of the importance of historical information, not
only does the timing of an event greatly influence the ulti-
mate inference result, but the frequency of event occurrences
also wields a similarly substantial impact on the final infer-
ence result. In this module, we count the occurrences of
historical events that have appeared, and utilize the copy
mechanism to assign a higher probability to historical events
with greater frequencies in the prediction. Specifically, for a
query (s, r, 7, t) attime ¢, obtain the set of tail entities associ-
ated with (s, r) at each timestamp in the training set, denoted
as {0i|(s, r,o;) € G12,..1—1 } It is expressed as follows in
(15):

0" = 05" + 07" + ..+ 0 (15)

where 0" is an N-dimensional multi-hot indication vector,
each dimension represents the frequency of occurrence of the
corresponding historical entity.

If the query (s, r, ?, t) has a historical entity Ofs’r)
ciated with (s, ) at the timestamp #, the model will increase
the estimated probability that the associated historical entity
is selected as the final result. Specifically, we use a sparse
matrix of size |E| - |R| x |E| to hold all (s, r, 0) triples,
and each row of the matrix represents a set of (s, r), When
(s, r, 0) has appeared in a historical event (s, r), the sparse
matrix assigns the value of 1 to the (s, 7) row where the index
of the column of the (s, r) row is 0. In order to minimize the
probability of certain entities that are not historically associ-
ated with s and r (i.e., entities that are not interested in the
replication model), we first modify H E“). The index value of

asso-

the entity with column index 0 in 0;‘”) is changed to a small
negative number, and the probability of the tail entity in the
historical vocabulary is estimated using the softmax function
to minimize the probability of the uninterested entity, and the
final output score of the replication mechanism is as follows:

P>(o|(s, r, t)) = softmax (0,(”)) (16)

3.6 Parameter learning

For a query (s,r,?,t) , we merge P; and P; in the final
prediction:

P=P +P (17)

Therefore, by simultaneously considering the evolution-
ary, contrastive learning and historical information of TKGs,
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the prediction process can be viewed as an n-labeled clas-
sification problem, and we use the cross-entropy loss to
accomplish the task:

==Y D% oiin P (s, r ErR,) (18)

teT ieE jeE

where o denotes the i ground truth-tailed entity in the 1"

time subgraph, and P; (y§.|s, r, E;, Rt> denotes the proba-

bility that the j*" entity is predicted to be the inference entity
at the 1" timestamp.

In summary, our model can be described as a multi-task
learning approach, where the total loss of the modeled tasks
is defined in (19):

I=ln+1, (19)

4 Experiments

In this section, we present and analyze the experimental
results of the proposed CH-TKG framework on inference
tasks on four datasets. Firstly, we introduce the parameter
settings and the experimental environment in detail. Sec-
ondly, the experimental results obtained are analyzed. Then
we perform data sparsity experiments to demonstrate the
effectiveness of the proposed algorithm. Finally, we conduct
ablation experiments and parameter sensitivity analysis to
explore the importance of each module.

4.1 Experimental setup
4.1.1 Datasets

We use four typical TKG data sets commonly used in previ-
ous work for evaluation, namely ICEWS14 [27], ICEWS18
[6], WIKI and YAGO. The first two datasets are from the
Integrated Crisis Early Warning System (ICEWS) [3], which
contains political events with precise timestamps. The for-
mer dataset contains events from the year 2014, and the
latter contains events from the year 2018. YAGO is a tra-
ditional large-scale knowledge graph, whereas YAGO3 [44]
is a subset that incorporates temporal information. WIKI
encompasses timing information extracted from Wikipedia
[22]. We evaluated the model on these datasets. Following
previous work [6], the dataset is divided into training, val-
idation, and testing sets with an 80%, 10%, and 10% split
respectively for comparison. The time interval represents the
granularity between each timestamp. Since the datasets have
different time spans and forms, we follow previous work [24]
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Table 3 Statistics of the dataset

Data Entities  Relation  Training  Validiation  Test Time Interval ~ Time Granules
ICEWS14 7128 230 74845 8514 7371 24 hours 365
ICEWS18 23033 256 373018 45995 49545 24 hours 304
WIKI 12554 24 539286 67538 63110 1 year 232
YAGO 10623 10 161540 19523 20026 1 year 189

and discretize the time facts into yearly snapshots. Table 3
summarizes the detailed statistics of these datasets.

4.1.2 Evaluation metrics

We evaluate the model through the entity prediction task,
which aims to predict missing knowledge for a future times-
tamp t during training (formally, predicting missing entities
for (s,r,?,t) or (?,r,0,t), where t ¢ Tirq4in ). For each
dataset, we follow the strategy of TransE [5] to measure
the model performance. Specifically, for each test quadruple
(s, r,0,t), we replace the head and tail entities with all pos-
sible entities and relationships in turn to obtain a candidate
knowledge list. Then, candidates are ranked by descending
similarity score along with original facts.

We measure the performance using four commonly used
metrics: MRR (the average inverse rank of correct entities),
Hits@1 , Hits@3, and Hits @10 (the accuracy of the cor-
rect entities in the top 1/3/10), the formulas for calculating
each of them are as follows:

||
1 1 1 1 1 1
m Z rank; m (rankl + rank; Tt rank‘s‘>

i=1
(20)

MRR =

where S is the set of triples, | S| is the number of sets of triples,
and rank; is the predicted ranking of links for the i""* triple,
the larger the better for this metric.

| IS1

Hits@n = — Y "I (rank; < n) 1)
i=1

N

The symbols are the same as those involved in the formula
for MRR, where I is the INDICATOR function (the value
of the function is 1 if the condition is true, O otherwise), and
the larger the indicator, the better.

4.1.3 Baselines

We compare our model with static and temporal knowledge
graph reasoning methods respectively to verify its superior-
ity.

For static knowledge graph representation learning meth-
ods, we chose several typical models.

e ComplEx [14]: the first method that introduces the com-
plex space into knowledge graph embedding;

e ConvE [45]: the first model that uses two-dimensional
convolution for link prediction;

e Conv-TransE [46]: a decoder that captures graph struc-
tural information while preserving translation properties;

e RotatE [47]: can efficiently models and inferring various
symmetric and asymmetric relationship patterns;

e R-GCN [18]: a graph convolutional neural network that
handles multiple relationships.

For temporal knowledge graphs reasoning methods, we
compare some interpolation models.

e TTransE [22]: adds a temporal dimension to TransE;

e HyTE [48]: models temporal information as a hyper-
plane;

e TA-DistMult [21], a model that integrates temporal infor-
mation about facts into embedding representations of
relations.

We also compare the extrapolation models in recent years
that are more similar to our working task.

e RE-NET [6]: effectively extracts temporal and structural
information from temporal knowledge graphs to predict
the occurrence of events at future moments.

e RE-GCN [8]: efficiently models all the historical infor-
mation in the TKG into evolutional representations.

e EvoKG [7]: utilizes recurrent neural networks to cap-
ture temporal information on temporal graphs, and graph
neural networks on graphs of the same time to capture
structural information;

e CyGNet [24]: is the first model that applies the copy-
generation mechanism to temporal knowledge graphs
reasoning;

e CluSTeR [25]: a two-stage search inference model based
on reinforcement learning and GCN;

e CEN [49]: a model for learning information evolution
patterns using online settings;

e GLANet [26]: solves information sparsity through global
and local information;

e CENET [43]: the first model to apply contrastive learning
to temporal knowledge graphs reasoning.
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4.1.4 Implementation Details

In this task, we optimize the Adam optimizer with a learn-
ing rate of 0.001 to minimize the loss function. The vector
embedding dimension of entities and relations is 100, the
number of R-GCN layers is set to 2, the dropout rate is set
to 0.2, the temperature coefficient 7 is 0.005, and the pro-
totypical k is 15. More detailed experiments related to the
parameter settings we described in detail in Section 4.2.4.
The number of cores in the decoder Conv-TransE is set to
50, the core size is set to 2x 3, and the dropout rate is set to
0.2.

4.2 Results and analysis
4.2.1 Entity prediction

In this section, we compare the performance of CH-TKG with
TKG-based static and dynamic inference methods. Tables 4
and 5 show our results versus baselines. Since static mod-
els ignore the temporal information of TKGs and cannot
accurately model event evolution, CH-TKG fully considers
the historical sequence of events and significantly outper-
forms static inference methods. The performance of TTransE
and HyTE is even worse than static methods because they
are designed for interpolation tasks instead of extrapola-

Table 4 Entity prediction results on ICEWS14 and ICEWS18

tion tasks. Compared with history-based methods such as
RE-NET, CyGNet, RE-GCN, CluSTeR, etc., CH-TKG still
performs better. Our analysis suggests that although these
methods utilize the linkage on and between historical series,
they all ignore the problem of data sparsity on individual time
slices, making them less effective. The CH-TKG model out-
performs the other baseline models on most of the metrics on
the ICEWS 14 and ICEWS18 datasets. Compared to CENET,
the first temporal knowledge reasoning contrastive learning
model, CH-TKG achieves suboptimal values for Hits@]1
on the ICEWS18 dataset, while achieves an improvement
of 1.65%, 8.23% and 24.26% on the MRR, Hits@3 and
Hits @10 metrics, respectively.

On YAGO and WIKI datasets, our model slightly under-
performs the CENET model on MRR and Hits @3, while
improving Hits @10 by 15.17% and 8.79% respectively. For
the reason that the effect is lower than the CENET model
on WIKI and YAGO datasets, we analyze that it may be
because of the larger amount of data on these two datasets,
and the CENET model learns more history-related informa-
tion, while our model is biased to solve the data-sparse type of
inference. To further analyze the reason, we conduct exper-
iments on data sparsity in Section 4.2.2. Hits@1 focuses
on the correctness of the model predictions, while Hits @10
accounts for multiple candidates, suggesting our proposed
model provides better overall performance and robustness,

Model ICEWS14 ICEWSI8
MRR Hits@1 Hits@3 Hits@10 MRR Hits@1 Hits@3 Hits@10

ComplEx* 22.61 9.88 28.93 47.57 15.45 8.04 17.19 30.73
ConvE* 30.30 21.30 34.42 47.89 22.81 13.63 25.83 4143
Conv-TransE* 31.50 22.46 34.98 50.03 23.22 14.26 26.13 41.34
RotatE* 25.71 16.41 29.01 45.16 14.53 6.47 15.78 31.86
R-GCN* 28.03 19.42 31.95 44.83 15.05 8.13 16.49 29.00
TTransE* 12.86 3.14 15.72 33.65 8.44 1.85 8.95 22.38
HyTE* 16.78 2.13 24.84 43.94 7.41 3.10 7.33 16.01
TA-DistMult* 26.22 16.83 29.72 45.23 16.42 8.60 18.13 3251
RE-NET* 35.77 25.99 40.10 54.87 26.17 16.43 29.89 4437
CyGNet* 34.68 25.35 38.88 53.16 24.98 15.54 28.58 43.54
RE-GCN* 41.25 30.46 46.26 62.05 30.79 20.06 35.22 51.77
CluSTeR* 46.00 33.80 - 71.20 32.30 20.60 - 55.90
CEN* 41.64 31.22 46.55 61.59 29.70 19.38 3391 49.90
EvoKG* 27.18 - 30.84 47.67 29.28 - 33.94 50.09
GLANet* 44.06 33.92 49.23 63.35 32.07 21.59 36.60 52.46
CENET 46.88 43.10 48.30 54.62 46.20 43.07 47.09 52.42
CH-TKG 62.31 48.27 72.19 88.52 47.85 33.61 55.32 76.68
Improv. 15.43 4 517 4 23.89 4 33.90 1 1.65 1 9.46 | 8.23 1 24.26 1

(The best results are shown in boldface type, and suboptimal results are underlined. 1 indicates an increase in results, | indicates a decrease in

results. * indicates the data in the original text)
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Table 5 Entity prediction

Model WIKI YAGO

results on WIKI and YAGO MRR Hits@3 Hiis@10  MRR Hits@3 Hits@10
ComplEx* 27.69 31.99 38.61 44.09 49.57 59.64
ConvE* 26.03 3051 39.18 412 47.03 59.90
Conv-TransE* 3089 3430 4145 46.67 5222 62.52
RotatE* 26.08 31.63 38.51 42.08 46.77 59.39
R-GCN* 13.96 15.75 2205 2025 24.01 37.30
TTransE* 20.66 23.88 33.04 26.10 36.28 47.73
HyTE* 25.40 29.16 37.54 14.42 39.73 46.98
TA-DistMult* 26.44 31.36 38.97 44.98 50.64 61.11
RE-NET* 30.87 33.55 4127 46.81 52.71 61.93
CyGNet* 30.77 33.83 41.19 46.72 52.48 61.52
RE-GCN* 50.99 57.34 68.50 62.50 70.24 81.55
CEN* 51.98 58.96 70.61 63.39 71.68 83.16
EvoKG* 50.66 63.84 _ 55.11 81.13 -
GLANet* 53.18 61.16 71.52 65.05 74.86 8751
CENET 67.06 67.36 67.52 83.80 83.94 84.10
CH-TKG 56.38 64.78 82.69 67.78 77.36 92.89
Tmprov. 1068, 258 15.17 4 1602, 658 8.79 1

(The best results are shown in boldface type, and suboptimal results are underlined. 1 indicates an increase
in results, | indicates a decrease in results.* indicates the data in the original text)

across a wider range, which is more important for the case
of multiple candidates.

4.2.2 Experiments on data sparsity

In the entity prediction experiments on the WIKI and
YAGO datasets, our model gives lower experimental results
than CENET on MRR and Hits @3, but better results on
Hits @10. To further analyze this, we conduct experiments

YAGO-MRR-Hits@10

CH-TKG-MRR
CENET-MRR
CH-TKG-Hits@10
CENET-Hits@10

5% 10% 20%

using randomly sampled percentages of the datasets. Specif-
ically, we randomly selected 3%, 5%, 10%, and 20% of data
from the WIKI and YAGO datasets respectively, and evalu-
ated the performance of the model. The experimental results
are shown in Fig. 3, where our model significantly outper-
forms the CENET model on MRR and Hits @3 metrics with
less data, indicating that our model is more effective in deal-
ing with the data sparsity problem. With the increase of data
volume, the metrics gap between the two models gradually
decreases. Regarding the choice of data sparsity for the two
datasets, we take the data volume in Table 1 as a reference and

WIKI-MRR-Hits@10

90
BN CH-TKG-MRR
80 BN CENET-MRR
BN CH-TKG-Hits@10
70 BN CENET-Hits@10

60

50 4

40 4

20 A

10 1

3% 5%

10%

Fig.3 Impact of data sparsity on inference performance on YAGO and WIKI datasets
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Table 6 Results of ablation

. Method ICEWS 14 YAGO
;’;‘A’é%mems on ICEWS14 and WRR Hiis@3  Hiis@0  MRR Hiis@  Hiis@10
wlo CL Module 6179 7153 88.08 67.19 7701 92.41
w/o SA Mechanism 6203 71.60 88.14 6724 7717 92.56
w/o CM Mechanism  62.15  71.64 88.12 6737 7682 92.69
w/o HIL Module 6185 7149 88.01 6722 7695 9253
CH-TKG 6231 7219 88.52 6778 77136 92.89

choose 3%, 5%, and 10% of data for experiments on the WIKI
dataset, which has a larger volume of data, and 5%, 10%, and
20% of data on the YAGO dataset, which has a smaller vol-
ume of data. The datasets that support this experiment are
openly available at https://github.com/mqygit/TKGs.

4.2.3 Ablation experiment

In order to understand the contribution of each module
of CH-TKG, we choose to conduct ablation experiments
on ICEWSI14 and YAGO datasets. We experimented by
removing the contrastive learning module, the self-attention
mechanism module and the copy mechanism module of
historical information weight learning, and the entire histor-
ical information weight learning module, respectively. The
results are shown in Table 6. It can be seen that the contrastive
learning module and the historical information weight learn-
ing module have different degrees of improvement for each
metric, which demonstrates the effectiveness of our model.
“w/o CL module" means that the contrastive learning mod-
ule is disregarded and only the embedding representation
obtained by the evolutionary representation learning module
is used for inference. It can be seen that on both datasets,
after removing the contrastive learning module that captures
the latent semantics, the MRR decreases by 0.5% and 0.6%
on ICEWS14 and YAGO respectively. Contrastive learn-
ing is slightly more effective on the YAGO dataset than on

MRR
0.625 0.679
*~ YAGO
0.623 { = cEWs14

0.677

0.675
0.621

0.673
0.619
0.671

0.617 0.669

0.615 0.667

ICEWS14

0.665

o
o
2
w

0.611 0.663

0.661

0.609

0.659

0.607 0.657

0.605 0.655
o S0 100 150 200 250 300 350 400

Embedding Dimension

ICEWS14, which may be due to the fact that the data on the
YAGO dataset is denser and contains a wide range of enti-
ties and relationships, whereas in ICEWS14, which mainly
consists of information about international events and crises,
certain events or relationships may be very sparse, making
contrastive learning difficult to capture information effec-
tively. With the exclusion of the self-attention(SA) model,
copy mechanism(CM) model, and the historical information
learning(HIL) module, respectively, we can observe that the
experimental results of the [CEWS 14 dataset are reduced to a
lesser extent compared to the YAGO dataset. This may again
relate to data sparsity: with less data, our model shows a sig-
nificant performance advantage over other models, but with
more data, the model is still able to learn more information
from more data. The complete model achieves optimal per-
formance on both datasets, thus validating the effectiveness
of the individual constituent units and the generalizability of
the model across datasets.

4.2.4 Parameter Sensitivity

In order to evaluate the effects of different parameter varia-
tions on the performance of CH-TKG, we change the settings
of the following parameters: (a) the size of the embedding
dimension, (b) the number of layers of the R-GCN, (c) the
magnitude of the temperature coefficient r, and (d) the num-
ber of clustering archetypes k.

Hits@1

0.548
0.4825 Lol
- ~m~ ICEWS14
0.546

0.4800

0.544
04775

< 0.4750 0.542
—

'y
f 0.4725 0.540

0.4700 0.538

0.4675 0.536

0.4650
0.534

o 50 100 150 200 250 300 350 400
Embedding Dimension

Fig.4 Impact of embedding dimension on reasoning performance on ICEWS14 and YAGO dataset
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MRR
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Fig.5 Effect of the number of R-GCN layers on the inference Performance of ICEWS14 and YAGO datasets

ey
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0.716
0.714
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Embedding size

To evaluate the impact of embedding dimensions on
the model, we set the embedding sizes of entities and
relationships to 16,32,64,100,200,300 and 400, respec-
tively. Figure 4 shows the performance trend of M RR
and Hits @10 in terms of embedding dimensions. The
results show that when the dimensions are small, the
performance of the system continues to improve as the
embedding dimension grows until it reaches a relatively

MRR

0.1 0.3 0.5 0.7 0.9
5
— HiIt@3
0.1 0.3 0.5 0.7 0.9

L

(@)

stable state. When the embedding dimension increases
to 300 and above, the performance is instead affected,
which is due to the fact that too high a dimension
not only takes a longer time to train but also leads to
overfitting. Therefore, considering the performance and
efficiency, we set the embedding dimension to 200.
Layers of R-GCN

R-GCN is an important component of the evolution-
ary representation learning module. We examined the

0.484

0.482

0.480

0.478

0.476

0.474

0472

— HiIt@1

0.1 03 0.5 0.7 0.9

0.888

0.886
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0.880

—+— Ht@10
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Fig.6 Effect of temperature coefficient 7 on inference performance of ICEWS14 data set
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0.619
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0.722
0.720
0.718
0.716
0.714
0.712

0.710

performance of the model at different layer depths and
the results are shown in Fig. 5. The results show that on
the ICEWS 14 dataset, the model performance increases
with depth, but gains gradually diminish. On the YAGO
dataset, it can be seen that the effect is better when
the number of network layers is 2, and the experimen-
tal results are getting worse as the number of network
layers increases. We analyze that it is mainly because
the number of entities and relationships on the snap-
shots of the ICEWS14 dataset is very small during the
experiment, and more information can be learned with a
higher number of network layers. On the other hand, the
information on a single snapshot of the YAGO dataset
is richer, and the number of entities and relations is
roughly four times the number of entities and relations
on the ICEWS14 dataset, so fewer network layers can
learn enough rich information, and too many network
layers will lead to information overfitting instead, which
is not conducive to the final inference results.
Temperature coefficient T

The temperature parameter mainly regulates the degree
of attention given to difficult samples. In the two more
extreme cases, as it tends to 0, the contrast loss function
degenerates into a loss function that focuses only on
the difficult negative samples, and as it tends to infin-
ity, all negative samples are processed under the loss

+— MRR

—— HiIt@3

“

(&)

0.484
0.482
0.480
0.478
0.476
0.474

0.472

0.888

0.886

0.884

0.882

0.880

of contrast, and the focusing characteristics of the dif-
ficult negative samples are lost. To verify which 7 is
more appropriate, we choose 7 = 0.1,0.3,0.5,0.7,0.9;
the experimental results are shown in Fig. 6, and the
model works best at T = 0.3.

Prototype k

In order to test the effect of aggregation category
number k on the model, we conducted experiments
using different aggregation numbers. The experimen-
tal results are shown in Fig. 7. The results show that the
model works best when = 20 and decreases to different
degrees when k is greater or less than 20. We analyze
that this may be because too many aggregation cate-
gories increase the noise of the model, while too few
aggregation categories are not enough to explore the
potential semantic relationships in TKG.

Relationship between temperature coefficient and num-
ber of prototypes

Typically, appropriate adjustment of the temperature
coefficient can help balance the sensitivity of the model
to positive and negative samples, while appropriate
selection of the number of clustered prototypes can
affect the modeling ability of the contrast loss func-
tion. As an important parameter in contrastive learning,
we further analyzed its correlation on the ICEWSI18
dataset, and the experimental results are shown in Fig. 8.

—— Hit@1
5 10 15 20 25
K
—— Ht@10
5 10 15 20 25

Fig.7 Impact of clustering prototype k on inference performance of ICEWS14 dataset
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MRR

Hits@10

20

Fig.8 Impact of temperature coefficient and clustering prototype on inference performance

It can be seen that on this dataset, the variation of temper-
ature coefficients has a greater impact on the experimental
results, while the clustering prototypes have a smaller impact
on the experimental results. We analyze the possible rea-
son that the temperature coefficient focuses on the similarity
or difference between the samples, and too much focus on
the similarity or difference is not conducive to the experi-
mental results, so the temperature coefficient of 0.5 has the
best effect, while there are more entity and relationship cate-
gories on this dataset, and the number of clustering prototypes
ranges from 10 to 20, which is relatively small in the magni-
tude of the change, and has little effect on the experimental
results.

5 Conclusion and future work

In this paper, we focus on the temporal knowledge graph
reasoning task. We propose a model called CH-TKG based
on evolutionary representation and contrastive learning. The
model first utilizes the embedding representation of entities
and relations with evolutionary dependence in the evolu-
tionary representation learning module. It then optimizes
the representation of entities and relations under sparse data
by using contrastive learning techniques. Finally, it uses the
self-attention mechanism and the copy mechanism to learn
the weights of historical information. The model achieves
better results on the ICESW 14 and ICEWS18 datasets with
sparser data. However, it performs less well on the YAGO
and WIKI datasets, which have sufficient data. On larger
datasets, the computational complexity is higher, which leads
to overfitting and poor inference. In addition, the data in

real-world scenarios suffers from problems such as noise and
incompleteness, which affects the modeling results. In future
work, we will consider generating effective data augmenta-
tion for each temporal slice through data augmentation such
as cropping, masking, and reordering to further enhance the
representation of entities and relationships, and to improve
the inference and prediction capabilities of temporal knowl-
edge graphs.
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